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ABSTRACT

We present three different methods for calculating approximate third integrals of the motion for orbits in axisymmetric potentials. All three methods are based on approximating the orbits by motion in a separable potential. The results are applied to the Carlberg–Innanen potential for the Galaxy and allow a determination of the tilt of the velocity ellipsoid in the solar neighborhood.

1. INTRODUCTION

The motion of a particle in an arbitrary potential $\Phi$ is constrained in six-dimensional phase space by the isolating integrals of the motion, which are constant along an orbit (Jeans 1915). If the potential is axisymmetric, two integrals are the total energy $E$ and the angular momentum about the symmetry axis $h$. The existence of such a third, nonclassical isolating integral depends on the form of the potential. Axisymmetric Stäckel potentials (Stäckel 1890; Eddington 1915; Lynden-Bell 1962; de Zeeuw 1985) lead to a separation of the Hamilton–Jacobi equation in spheroidal coordinates and are the most general class of axisymmetric galaxy potentials known with exact isolating third integrals. Many other special two-dimensional potentials also have exact nonclassical isolating integrals (Hietarinta 1987). However, most galaxy potentials do not fall into these categories, and one must normally resort to numerical orbit integrations to find out whether a third integral exists. Typically one finds that galactic potentials give rise to both regular orbits that possess isolating third integrals, and stochastic orbits that do not (Ollongren 1962; Martinet 1974).

A distribution of stars in a potential with three isolating integrals can have a velocity ellipsoid with three unequal principal axes. It is well known that this is indeed the case for virtually all types of stars in the solar neighborhood (e.g., Oort 1928; Freeman 1987), strongly suggesting that the stellar orbits in the Galaxy possess a third isolating integral. In general, the shape and orientation of the velocity ellipsoid for an ensemble of stars depends on the details of both the potential and the distribution function of stars. A classic problem in Galactic dynamics is calculating the tilt of the velocity ellipsoid for stars above the Galactic plane. This quantity enters into the equations of hydrostatic equilibrium and is needed to calculate the asymmetric drift of stars (Binney & Tremaine 1987) and the surface mass density (Kuijken & Gilmore 1989a,b; Statler 1989) in the solar neighborhood. In the latter case, the uncertainty in the tilt term leads to a 20% variation in the inferred mass density and formally is the largest single source of error. Although the tilt term is often regarded as being unknown, we show that it can be estimated to good accuracy even without perfect knowledge of the Galactic potential or the distribution function of stars.

To calculate the orientation and shape of the velocity ellipsoid in the solar neighborhood, it is important to have analytic or numerical approximations to the third integral. Following the pioneering work of Contopoulos (1960), many perturbation expansions have been constructed for a third integral in potentials that deviate only slightly from cases with exact third integrals (e.g., van de Hulst 1962; Saaf 1968; Manabe 1979; Verhulst 1979). Manabe (1979) has compared the accuracy of several of these approximations for stars orbiting in the solar neighborhood. He finds that even the best approximations predict orbit shapes that deviate noticeably from the true shape for orbits that have an extent of only $2-3$ kpc. These approximations are not adequate for calculating the tilt term because typical disk stars in the solar neighborhood do reach to this height above the Galactic plane.

This paper presents three methods (two of which are new) for finding approximate third integrals in axisymmetric potentials applicable to the major family of short-axis tube orbits. All methods approximate an orbit by motion in a separable potential. Each method has its own advantages for different types of orbits. We find that we can often approximate orbits to much higher accuracy than is possible with previous perturbation-type methods. In particular, our methods allow an accurate calculation of the velocity ellipsoid in the solar neighborhood.

2. FITTING ORBITS

The three-dimensional motion in the gravitational potential $\Phi$ of an axisymmetric galaxy is conveniently described as two-dimensional motion in a meridional plane, with Hamiltonian

$$H = \frac{1}{2} (p_R^2 + p_z^2) + V(R,z),$$

(1)

where $R$ is the radial coordinate, $z$ is the vertical coordinate, $p_R$ and $p_z$ are the linear momenta, and $V(R,z)$ is the reduced, or effective, potential, defined as

$$V(R,z) = \Phi(R,z) + (h^2/2R^2).$$

(2)

Here $h$ is the angular momentum component about the symmetry axis. We assume that $V$ is symmetric in $z$.

The most general axisymmetric potential that gives rise to three isolating integrals is a Stäckel potential (Kuzmin 1956; Hori 1962). Orbits in these potentials generally fill donut-shaped three-dimensional volumes which are bounded by coordinate surfaces, and hence the orbits are nowadays re-
ferred to as short-axis tubes. When the potential is not of Stäckel form, we cannot write down exact analytic third integrals. However, several schemes for computing numerical approximations exist. Here we examine three methods for computing approximate third integrals which are of use for describing orbits of stars in the solar neighborhood. Each method has its own domain of applicability.

2.1 Local Fitting

In a scheme developed originally by van de Hulst (1962), it is possible to fit potentials to fourth order in both the \( R \) and \( z \) directions simultaneously by using Stäckel potentials.

The Hamiltonian for the special oblate potentials \( V(R,z) \) that are of Stäckel form separates in prolate spheroidal coordinates \((u,v)\), where \( u \) and \( v \) are two-dimensional elliptic coordinates in a meridional plane of constant \( \phi \), defined by the conformal transformation \( R + iz = \Delta \sinh(u + iv) \), so that

\[
R = \Delta \sinh u \cos v; \quad z = \Delta \cosh u \sin v,
\]

where \( 0 < u < \pi, -\pi/2 < v < \pi/2 \). The foci lie along the \( z \) axis, at \( z = \pm \Delta \). The momenta \( p_u \) and \( p_v \) are related to \( p_R \) and \( p_z \) by

\[
p_u = \Delta (p_R \cosh u \cos v + p_z \sinh u \sin v),
\]

\[
p_v = \Delta (p_R \cosh u \cos v - p_z \sinh u \sin v).
\]

The gravitational potential \( \Phi \) is of Stäckel form if it can be written as

\[
\Phi(u,v) = \frac{F(u)}{\Delta^2(\cosh^2 u - \sin^2 v)} + \frac{G(v)}{\Delta^2(\sinh^2 u - \cosh^2 v)}.
\]

The effective potential is

\[
V = \Phi(u,v) + \frac{h^2}{2\Delta^2(\cosh^2 u - \sin^2 v)},
\]

so that \( V \) is of Stäckel form if \( \Phi \).

In a potential of this kind, all orbits are short axis tubes and have an exact third integral \( I_3 \) given by

\[
I_3 = \Delta^2 E \cosh^2 u - \frac{1}{2} p_u^2 - F^*(u) - \frac{h^2}{2 \sinh^2 u},
\]

\[
= \Delta^2 E \sinh^2 v + \frac{1}{2} p_v^2 + G^*(v) + \frac{h^2}{2 \cosh^2 v}.
\]

Near a circular orbit at \( R = R_c \) in the equatorial plane, the effective potential can be expanded in powers of \( x = R - R_c \) and \( z \) as follows:

\[
V(x,z) = \sum_{k=0}^{\infty} \sum_{l=0}^{\infty} V_{kl} x^k z^l, \tag{8}
\]

where \( V_{00} = 0 \), and only even values of \( l \) occur, by symmetry. The question arises how well this expansion can be matched by a similar one for a separable potential. This problem was solved by van de Hulst (1962), in his investigation of epicyclic motion in the meridional plane of an axisymmetric potential. He showed that, by expanding a separable \( V \) around a point on the \( x \) axis that does not coincide with the origin, one can always fit the expansion (8) up to and including quartic terms. At quintic order one can fit the coefficients \( V_{00} \) but the values of \( V_{11} \) and \( V_{11} \) are then fixed. Similar constraints occur at all higher orders.

In this local fitting, the \((u,v)\)-coordinate system has to be chosen such that its origin lies at \((-x_0,0)\), with

\[
x_0 = \frac{4V_{12}(V_{20} - V_{02})}{2V_{22}(V_{20} - 4V_{02})}, \tag{9}
\]

and the semi-focal distance \( \Delta \) must be taken as

\[
\Delta = -x_0^2 + x_0 \left[ \frac{V_{20} - V_{02}}{V_{20}} \right]. \tag{10}
\]

As a result, the boundaries of the area in the meridional plane filled by the orbit are elliptic coordinate lines, i.e., pieces of confocal ellipses and hyperbolas.

The third integral of the best fitting Stäckel potential may be written explicitly in terms of the original expansion coefficients \( V_{kl} \) themselves. The general result (de Zeeuw 1984) is

\[
I_3 = \frac{1}{2}(x_0^2 + z_0^2) + \frac{1}{2} \Delta^2 [p_z^2 + W(x,z)], \tag{11}
\]

where

\[
W(x,z) = \frac{(x_0^2 + \Delta^2)}{\Delta^2} \left[ V_{22} x^2 - \frac{2V_{12} V_{02}}{(V_{20} - 4V_{02})} x^2 z^2 + \frac{1}{4} \frac{V_{22}}{V_{20} - 4V_{02}} \right]. \tag{12}
\]

Two cases deserve special attention. If \( V_{02} = V_{20} \), then we find from Eq. (9) that \( x_0 = 0 \) and \( \Delta = 0 \), so that the potential is fitted with a function of \( x^2 + z^2 \). For \( V_{20} = 4V_{02} \) the point \((x_0,0)\) coincides with a focus of the elliptic coordinates \((u,v)\), in the neighborhood of which the coordinates are approximately parabolic. This case is not relevant to the motion in the solar neighborhood, where \( V_{02} > V_{20} \).

2.2 Least-Squares Fitting

The local fitting procedure predicts that all orbits of a given \( h \) are bounded by the same spheroidal coordinate system. For orbits of sufficiently high energy, the local fitting approximation of Sec. 2.1 no longer works well. However, we find that in many cases orbits can still be approximated by motion in a Stäckel potential provided that the potential is chosen to be a good "average" approximation to the true potential in the region covered by a particular orbit. We now develop a practical method to find the appropriate spheroidal coordinate system and the resulting third integral approximation tailored for individual orbits.

By Eq. (7), the following function should vanish along a given orbit:

\[
Q = I_3 + \frac{1}{2} p_u^2 + F^*(u) + \frac{h^2}{2 \sinh^2 u} - \Delta^2 E \cosh^2 u. \tag{13}
\]

For a given choice of coordinates, the function \( F^*(u) \) is most easily found by evaluating Eq. (5) along the \( R \) axis,

\[
F^*(u) = \Delta^2 \Phi(u,0) \cosh^2 u. \tag{14}
\]

If the potential is not separable, then the function given by Eq. (13) will not be constant along an orbit. However, having integrated a particular orbit numerically, we can adjust the parameters \( \Delta \) and \( x_0 \) of the coordinate system so as to make that function as nearly constant as possible. This is the basis of our fitting scheme. Given a numerically integrated orbit, we adjust \( \Delta, x_0 \), and the as-yet unknown \( I_3 \) so as to minimize the rms variations in Eq. (13). Specifically, we minimize the quantity \( \int Q^2 \, dt \) along an orbit. The orbit is
integrated for a time long enough to define its boundaries. By fitting the coordinate system to a specific orbit rather than, say, fitting a Stäckel approximation to the true potential over some region (as was done by de Zeeuw & Lynden-Bell 1985), we are able to tailor the third integral as closely as possible to that orbit, and we also allow for the fact that in general, different orbits are best fit by different approximations.

2.3 Conformal Fitting

Finally, we look at orbits that have an arbitrarily large extent in the $R$ direction but that deviate only slightly in the $z$ direction. These orbits are typical of Galactic disk stars where the $R$ dispersion is much larger than the $z$ dispersion. We can think of these orbits as oscillating slightly about the periodic orbit that lies in the $R$ axis.

We introduce a new coordinate system $(u, v)$ by a conformal transformation:

$$\frac{\partial U}{\partial v} = \frac{\partial U}{\partial R} + \frac{\partial U}{\partial z} = - f^* \frac{\partial U}{\partial R} + f' \frac{\partial U}{\partial z},$$

$$\frac{\partial^3 U}{\partial z^3} = - f^* \frac{\partial U}{\partial R} + f'^2 \frac{\partial^2 U}{\partial z^2} + \cdots,$$

where the dots indicate terms that vanish when evaluated at $v = 0$. Combining Eqs. (19), (20), and (21) yields

$$\frac{U}{J} = f'^2 U(u, 0) + \left[ -\frac{1}{2} f'^2 \left( f^* \frac{\partial U}{\partial R} + f'^2 \frac{\partial^2 U}{\partial z^2} \right)^2 \right] + (f'^2 - f'^2 U) v^2 = 0.$$

Again, $U$ and its derivatives are to be evaluated at $v = 0$. Equation (16) is separable to second order in $v$ only if the quantity in brackets in Eq. (22) is a constant:

$$(f'^2 - f'^2 U) + \frac{1}{2} f'^2 \left( f^* \frac{\partial U}{\partial R} + f'^2 \frac{\partial^2 U}{\partial z^2} \right) = K.$$}

Equation (23) is the desired result. It is a nonlinear third order equation for $R = f(u)$. The function $U$ and its various derivatives are known functions of $R$, and hence of $f$. In that case, Eq. (16) splits into two parts, each of which is constant,

$$4p^2 + F(u) = -I_s,$$

$$p^2 + G(v) = I_3.$$

Here the signs are chosen so that if $G(0) = 0$, then $I_3 > 0$. Global separation for axisymmetric models occurs only for Stäckel potentials, as we have discussed already. However, our aim here is to find a coordinate system such that Eq. (1) is separable to second order in $v$, and that can be done for a much larger class of potentials. First, Eq. (15) can be expanded for small $v$:

$$R = f - \frac{1}{2} f'^2 f'^*,$$

$$z = v f'^* - \frac{1}{2} v^2 f'^{**},$$

where $f$ is now a real function of $u$, and the primes indicate differentiation with respect to $u$. Then, to order $v^3$, $J$ is given by

$$\frac{1}{J} = f^* + (f'^* - f f'^{**}) v^2.$$

Next, the function $U$ must be expanded for small $v$,

$$U = U(u, 0) + \left( \frac{\partial^2 U}{\partial v^2} \right)_{v=0} v^2.$$

The second derivative can be written in a more useful form as follows:

$$\frac{\partial^2 U}{\partial v^2} = \frac{\partial U}{\partial R} + \frac{\partial U}{\partial z} \left( \frac{\partial}{\partial z} \right)_v = - f^* \frac{\partial U}{\partial R} + f' \frac{\partial U}{\partial z},$$

$$(\partial^2 U)/\partial z^2 = f'^2 \frac{\partial^2 U}{\partial z^2} + \cdots,$$
to Eq. (23) is \( f = a \exp(u - u_0) \), and \( I_3 \) reduces to \( \frac{1}{2} L^2 - h^2 \) where \( L \) is the total angular momentum of the orbit. Note that the transformation function \( f \) depends on the energy \( E \) and angular momentum \( h \) of an orbit (via their appearance in the function \( U \)) but not on \( I_3 \).

Although the above analysis is only valid to second order in \( \nu \), i.e., for small \( \nu \), numerical integration of orbits in test potentials shows that the coordinate system described by the function \( f \) sometimes provides a good description of the orbits with substantial \( \nu \) amplitudes. In such cases the third integral in Eq. (26) can be written as

\[
I_3 = \frac{1}{2} \nu^2 + G(\nu),
\]

where \( G(\nu) \) is the function \( U/J \) evaluated along any curve \( u = \text{constant} \). The upper and lower boundaries of an orbit are then found by solving this equation when \( p_u = 0 \).

For comparison with the local fitting of Sec. 2.1, we note that the function of the transformation to the specific \((u, \nu)\)-coordinate system used in the local fitting is given by

\[
f(u + i\nu) = R + iz = \Delta \sinh(u + i\nu) + R_e - x_0
\]

and the Jacobian is

\[
\frac{1}{J} = \Delta^2 (\cosh^2 u - \sin^2 \nu).
\]

The function \( U \) becomes

\[
U = \frac{F^*(u) + G^*(0)}{\Delta^2 \cosh^2 u} - E + \frac{h^2}{2 \Delta^2 \sinh^2 u} + \frac{1}{\Delta^2} \left( \frac{F^*(u) + G^*(0)}{\cosh^2 u} + \frac{G^*(0)}{2 \cosh^2 u} + \frac{h^2}{2 \sinh^2 u} \right) \nu^2.
\]

Equation (23) reduces to

\[
\Delta^2 E + \frac{1}{2} G^*(0) + (h_\nu/2) = K.
\]

We remark that a Stäckel potential has only one arbitrary function \( F^*(u) \) plus two constants \( \{\Delta \text{ and } G^*(0)\} \) that can be specified along \( z = \nu = 0 \). Equation (23) allows one to specify two independent arbitrary functions \( U \) and \( \partial^2 U / \partial\nu^2 \). Hence the conformal fitting method allows one to find approximate third integrals for potentials that are more general than any Stäckel potential. However, it is valid only to second order in \( \nu \), whereas the local fitting method works through fourth order.

### 2.4 Examples

Figure 1 shows an application of these fitting methods to four orbits. The first three are orbits of stars in the Carlbeg & Innanen (1987) model for the gravitational field of the Galaxy. The orbits were integrated numerically by launching a particle from \( R = 8.5 \) kpc, \( z = 0 \) with the indicated velocity. For each orbit we have computed an appropriate prolate spheroidal coordinate system using both the local fitting approximation and the more general least-squares fitting method. Given a coordinate system, we then approximate the potential using Eq. (5) with \( F^* \) and \( G^* \) given by \( F^*(u) = \Delta^2 (\cosh^2 u) \phi(u,0) \) and \( G^*(u) = \Delta^2 (\cosh^2 u - \sin^2 u) \phi(u,0) \), where \( u_0 \) is the value of \( u \) corresponding to the launch radius of the stars (8.5 kpc). The boundaries of the orbits are then found by solving Eqs. (7) for the values of \( u \) and \( \nu \) where \( p_u = p_\nu = 0 \). The boundaries are plotted in the figure. For the first orbit, both methods appear to fit the orbit boundary well. However, the least-squares fit actually does significantly better. The rms error in the predicted velocity along the \( u \) axis, for example, is about 14 km s\(^{-1}\) for the local fitting approximation but is essentially 0 for the least-squares approximation. For the second and third orbits, which travel to nearly 4 kpc above the galactic plane, the local-fitting approximation now fails quite badly, whereas the least-squares approximation still provides an excellent fit: the rms error in the \( \nu \) velocity is still only 1-3 km s\(^{-1}\) for the latter.

Although lines for the conformal fitting method are not plotted in Figs. 1(a)–1(c), it gives virtually identical results with the local fitting method.

Figure 1(d) shows an orbit integrated in the potential \( \Phi = -1/\sqrt{R^2 + z^2} - 0.1 \cos(3z) \). This potential is not chosen to match any particular galaxy model, although the cosine portion might be thought of as representing a perturbation due to rings. Although the orbit oscillates only slightly in the \( z \) direction, the top and bottom boundaries of this orbit are too convoluted to be represented by spheroidal coordinates. As shown in the figure, the coordinate system generated by the conformal fitting method works much better.

To summarize, many orbits in smooth potentials can be well approximated by motion in a separable potential, but the best spheroidal coordinate system and approximating potential differ for different orbits. Consequently, the least-
with \( f \) and its derivatives are evaluated at \((R,0)\). Hence the tilting term is
\[
\sigma_{K_2}^2 \approx (V_R^2 - V_z^2) \frac{f^2 z}{f^2 z}.
\]

The magnitude of this term is often expressed in terms of the corresponding value that it would have if the velocity ellipsoid pointed towards the galactic center; in that case, \( \theta = z/R = z/f \). The correction factor is therefore
\[
C = \frac{\int f^2}{f^2}.
\]

For the specific case of a local St"ackel fit in spheroidal coordinates centered at \( R = R_e + x_0 \), \( z = 0 \), as described in Sec. 2.2, we have [from Eq. (28)]
\[
C = \frac{R(R - R_e + x_0)}{\Delta^2 + (R - R_e + x_0)^2}.
\]

The above derivation of \( C \) is valid for a single orbit, and in general we expect each orbit to have a different value of \( C \). For an ensemble of orbits we define an average \( \langle C \rangle \) such that
\[
\langle \sigma_2^2 \rangle = \langle C \rangle \nu (\sigma_{RR}^2 - \sigma_{zz}^2) z/R.
\]

We have evaluated the factor \( C \) for a variety of orbits characteristic of the kinematics of old disk stars in the solar neighborhood using the Carlb erg & Innanen (1987) model for the gravitational field of the Galaxy but with scale parameters taken from Kuijken & Gilmore (1989a). We have calculated the tilt term by numerically integrating the orbits and approximating their motion where possible using the least-squares method described in Sec. 2.2. For orbits with very small excursions in both \( R \) and \( z \), the least-squares method is unstable, and for those orbits we used the local fitting and conformal fitting methods to calculate the tilt.

We find that the tilt term depends primarily on the \( z \) velocity of a star and hence the height to which it reaches above the galactic plane, and very weakly on either the \( R \) or \( z \) velocities. The dependence on the latter two quantities is further reduced when averaging over a distribution of velocities. Hence to calculate the tilt term, it is not necessary to have an accurate distribution function for the stars. The ensemble-averaged \( \langle C \rangle \) is a function principally of the vertical velocity dispersion \( \sigma_z \).

For the old disk stars in the solar neighborhood, we have approximated the distribution function of velocities by a Gaussian in each direction with \( \sigma_{RR} = 40 \text{ km s}^{-1} \), \( \sigma_{zz} = 25 \text{ km s}^{-1} \), and \( \sigma_{zz} = 20 \text{ km s}^{-1} \) (e.g., Freeman 1987). We find that the correction factor varies from 0.49 for stars with very low \( z \) velocities to about 0.66 for stars that pass through the solar neighborhood with a \( z \) velocity of 100 km s\(^{-1}\), roughly according to the law \( C = 0.49 + 0.017 \sqrt{V_z} \). (Note that the local fitting and conformal approximations both predict a value of about 0.49 for all orbits.) The mean correction factor \( \langle C \rangle \) for the entire ensemble of orbits is about 0.51.

Kuijken & Gilmore (1989a) point out that for stars with low angular momentum, new families of orbits around higher-order resonances appear. Our third integral approximations cannot properly describe such orbits. However, in our survey of orbits for stars in the solar neighborhood, we found that only stars of extreme velocities follow those types of orbits, and so we would expect that our computation of \( \langle C \rangle \) is still valid.

We have also evaluated the variation in \( \langle C \rangle \) with both
height above the plane and with radius. For this purpose, it is necessary to know the variation in $\sigma_z$ with $R$ and $z$. Following Kuijken & Gilmore (1989a), we assume that $\sigma_z^2 \propto \exp(-R/H)$, where $H = 4.5$ kpc is the disk exponential scale length. In the vertical direction we find that $d(C)/dz = 0.15$ kpc$^{-1}$ up to a height of 600 pc, at which point the small-angle approximation in Eq. (33) starts breaking down. The reason that (C) increases is that stars at high $z$ can reach still farther on average from the galactic plane than stars in the solar neighborhood and hence their orbits on average have larger values of $C$. In the radial direction, we find $d(C)/dR = 0.05$ kpc$^{-1}$.

In their derivation of the Galactic disk surface mass density in the solar neighborhood, Kuijken & Gilmore (1989b) found that their value of the mass density increases from 41 to 50 $\mathcal{M}_\odot$ pc$^{-2}$ as (C) increases from 0 to 1. Now the stars used in their analysis have $z$-values that range from 300 to over 2 kpc, so strictly speaking we cannot interpolate to a single value of (C); however, the median height of their stars is about 600 pc, where we find (C) = 0.60 and hence we would select a surface density of 46 $\mathcal{M}_\odot$ pc$^{-2}$.

Our calculation of the tilt term is subject to several "errors" which are difficult to quantify. The biggest one is that we have restricted ourselves to the Carlberg-Innamen potential of the Galaxy, and it would be interesting (although we have not yet done so) to see how it varies as one makes plausible variations in the details of the Galactic mass model. We have used only a rough distribution function for the stellar velocities, but we stress that complete knowledge of the distribution function is not necessary and in practice only the velocity dispersion in the $Z$ direction is important. The computation of (C) is also complicated in principle by the presence of higher-order resonant orbits for which our third integral approximations break down, but at least in the Carlberg and Innamen potential, such orbits are unimportant for the old disk stars.

4. CONCLUSIONS

We have developed three methods for approximating the orbits of stars in axisymmetric potentials. All methods approximate the orbits by motion in a separable potential. The least-squares method, which tailors a spheroidal coordinate system and approximating potential to each orbit, gives the most accurate results and is fairly straightforward to implement. The local-fitting method, which uses a single coordinate system and approximating potential for all orbits of the same $h$ but different $E$ and $f_z$, is quite simple to implement but is not as accurate as the least-squares method. The conformal fitting method is complicated to implement and is probably only useful for sufficiently complicated potentials where the Stäckel approximations break down.

These methods have been used to compute the tilt of the velocity ellipsoid for disk stars in the solar neighborhood based on a specific model for the Galactic potential. For small distances above the Galactic plane, we find that the tilt term can be written in the form

$$\sigma_{z2} = (C)(\sigma_{z2}^2 - \sigma_{z2})z/R,$$

where (C) is a correction factor to the value that this term would have if the velocity ellipsoid pointed towards the Galactic center. For old disk stars, we find that

$$C = 0.51 + 0.15z_{kpc} + 0.05z_{kpc},$$

over the range $6.8 < R < 8.8$ kpc and $0 < z < 600$ pc. Although the tilt term has often been treated as an unknown in dynamical problems that use the equations of hydrostatic equilibrium, we find that it can be calculated to good precision without the need to have a complete three-integral model for the stellar distribution function. Compared with other terms in the equations of hydrostatic equilibrium, however, the tilt term is special in that it is the only one that depends on the global Galactic potential (or at least in a region of a few kpc about the solar neighborhood). In Kuijken & Gilmore's (1989a,b) problem of estimating the disk mass density, the Galactic potential is modeled as part of the problem, so in principle one could demand that the tilt term calculation be self-consistent with the model potential.

McGill & Binney (1990) developed a least-squares fitting method for approximating orbits based on action integrals. Their method is analogous in spirit to our least-squares fitting method and is even more general. In local fitting, and also in our version of least-squares fitting, the actions can be found easily by evaluating the appropriate expressions in the Stäckel potential that best fits the orbit. For the problem of computing the tilt of the velocity ellipsoid in the solar neighborhood, the orbits involved are sufficiently simple that the added complication of working directly with the action integrals is probably unnecessary.

This work was supported by NSF Grant No. AST 8451724 and the Digital Equipment Corporation. Discussions with S. Tremaine in an earlier stage of this work are gratefully acknowledged.

APPENDIX: SPHEROIDAL COORDINATES

There are a variety of different notations and conventions for prolate spheroidal coordinates. The conformal definition used in this paper is identical to the one employed by Binney & Tremaine (1987). Here we compare it with two other popular conventions.

Morse & Feshbach (1953) denote prolate spheroidal coordinates by $(\xi, \phi, \eta)$, where $\xi$ and $\eta$ are related to $u$ and $v$ by

$$\xi = \cosh u, \quad \eta = \sin v.$$  \hfill (A1)

These authors use $D$, rather than $\Delta$, as semifocal distance.

In many recent papers on oblate Stäckel models (e.g., de Zeeuw & Hunter 1990, and references therein), prolate spheroidal coordinates of a point $(R,\phi,z)$ are defined, following Jacobi (1866), by replacing $R$ and $z$ by the two roots for $\tau$ of

$$\frac{R^2}{\tau + \alpha} + \frac{\tau^2}{\tau + \gamma} = 1,$$  \hfill (A2)

where $\alpha$ and $\gamma$ are constants. The roots are usually denoted $\lambda$ and $\nu$, and they are chosen such that $-\gamma < \nu < -\alpha < \lambda < \infty$. The foci lie on the $z$-axis, at $z = \pm \sqrt{\gamma - \alpha}$. It follows that

$$\lambda + \gamma = \Delta^2 \cosh^2 u,$$

$$\nu + \gamma = \Delta^2 \sin^2 v,$$  \hfill (A3)

where

$$\Delta^2 = \gamma - \alpha.$$  \hfill (A4)

As a result

$$\lambda + \alpha = \Delta^2 \sinh^2 u,$$

$$\nu + \alpha = -\Delta^2 \cosh^2 v,$$  \hfill (A5)

and

$$\lambda - \nu = \Delta^2 (\cosh^2 u - \sin^2 v) = \Delta^2 (\sinh^2 u + \cosh^2 v).$$  \hfill (A6)
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