Subthreshold optical parametric oscillator with nonorthogonal polarization eigenmodes
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We study the behavior of a type-II degenerate parametric amplifier in a cavity with nonorthogonal polarization eigenmodes. The mode nonorthogonality is achieved by introducing circular birefringence and linear dichroism. We use a scattering matrix formalism to investigate the role of excess quantum noise in such a device. Since only two modes are involved we are able to derive an analytical expression for the twin-photon generation rate measured outside the cavity as a function of the degree of mode nonorthogonality. Contrary to recent claims we conclude that there is no evidence of excess quantum noise for a parametric amplifier working so far below threshold that spontaneous processes dominate. Using the same scattering matrix formalism we also investigate the output spectrum of the amplifier near the threshold of parametric oscillation. We find optical band structures very similar to those known for passive ring cavities. These optical band structures are studied as a function of mode nonorthogonality and mirror reflectivity.
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I. INTRODUCTION

A linear amplifier is a device that takes an input signal and produces an output signal linearly related to the input signal. Under this definition fall frequency-conserving amplifiers, as parametric amplifiers, as parametric amplifiers. Quantum mechanics sets a signal. Under this definition fall frequency-conserving amplifiers.

The most common experimental realization of mode nonorthogonality concerns the transverse modes of an unstable cavity. However, this case is intrinsically difficult to treat: one deals with an infinite manifold of transverse modes which cannot be truncated since there is no sharp distinction between system modes (=cavity modes) and reservoir modes (=free space modes) [21]. This unavoidable difficulty has motivated us to study the effect of excess noise on cavity-enhanced SPDC, for a case where one can construct an exactly solvable quantum theory of mode nonorthogonality. This is possible for a cavity with nonorthogonal polarization eigenmodes (instead of transverse eigenmodes) which has a nonlinear crystal inside.

In fact, SPDC constitutes a natural framework in which to study polarization excess noise in a quantum-mechanical context. Specifically, in a type-II SPDC process, two orthogonally polarized photons are generated. Because of crystal anisotropy, for a fixed frequency only a restricted set of spatial directions is allowed to the emitted photons. In the degenerate case one can achieve a single allowed direction for a collinear emission [22] thus, assuming perfect phase matching, single transverse mode operation can be realized. Although an optical cavity allows, in principle, several resonant longitudinal modes, the double resonance condition (signal and idler) for SPDC restricts this number. It can be shown [23] that, because of crystal birefringence, for a type-II process the double resonance condition can only be satisfied at degenerate frequency so that the number of allowed longitudinal modes is reduced to one.

In this paper we report a detailed study of an optical parametric oscillator with nonorthogonal polarization eigenmodes, extending our previous results of Ref. [24]. Our approach is simple and straightforward: using a scattering matrix formalism we calculate the rate of emitted photons in a SPDC process generated by a type-II degenerate parametric amplifier (DPA) inside a cavity with two nonorthogonal po-
l inarization modes, both far below and near the threshold for parametric oscillation [optical parametric oscillator (OPO)]. We use and expand two existing theoretical models, one for the DPA and the other for the cavity, both of which have been experimentally verified. Our conclusion is that there is no enhancement in spontaneous parametric down conversion.

In the second part of this paper we discuss the behavior of the spectrum of a parametric oscillator working close to threshold. We first discuss the definition of spectral resonance within our scattering formalism, then we analyze the OPO spectrum for different cavity realizations. We find a quite unexpected behavior: the OPO spectrum exhibits band structures very similar to those known in passive ring cavities. In fact, we find that because of the mode coupling induced by passive and active optical elements inside the cavities, in a cavity with nonorthogonal polarization eigenmodes. Finally, we draw conclusions in Sec. VI.

II. TWO-MODE OPTICAL ELEMENTS AND GROUP THEORY

The optical devices we consider in this paper are composed of linear and lossless optical elements, and have two input ports (say 1 and 2) and two corresponding output ports. When the elements are passive, no photons are created or destroyed, so that the number of photons entering the two input ports is equal to the number of photons leaving the two output ports. Such devices can be described by a unitary matrix belonging to the group $U(2)$ [25]. Active optical devices can create and annihilate photons but when the difference between the number of photons entering port 1 and that entering port 2 is conserved, the device can be described by a unitary matrix belonging to the group $U(1,1)$ [26,27]. In this section we review briefly the matrix representation of lossless passive and active optical devices, characterizing them in terms of $U(2)$ and $U(1,1)$ group properties. We show how, introducing the so-called commutator matrix [28], the Schwinger model for angular momentum can be extended to build the generators of $U(1,1)$ group.

Let us consider a pair of operators $\hat{x}_1$, $\hat{x}_2$ which satisfy the following commutation rules:

$$[\hat{x}_1, \hat{x}_2] = 0, \quad [\hat{x}_i, \hat{x}_j^\dagger] = (\Gamma)_{ij} \quad (i,j = 1,2),$$

where $\Gamma$ is a given diagonal $2 \times 2$ matrix. We arrange $\hat{x}_1$ and $\hat{x}_2$ in a two-dimensional vector $\hat{X}$ (and its adjoint $\hat{X}^\dagger$) defined as

$$\hat{X} = \begin{pmatrix} \hat{x}_1 \\ \hat{x}_2 \end{pmatrix}, \quad \hat{X}^\dagger = (\hat{x}_1^\dagger \ \hat{x}_2^\dagger),$$

and define the inner product $(-,-)$ between two vectors $\hat{X}$ and $\hat{Y}$ as

$$(\hat{X}, \hat{Y}) = \hat{x}_i^\dagger \hat{y}_i \quad (i = 1,2),$$

where summation over repeated indices is understood. The three Pauli matrices together with the identity matrix form a basis in the vectorial space of $2 \times 2$ matrices; we write them as

$$\sigma_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},$$

$$\sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$
one notices that $[\hat{S}_0, \hat{S}_a] = 0$ when $\Gamma = \sigma_0$, and that $[\hat{S}_3, \hat{S}_a] = 0$ when $\Gamma = \sigma_3$. These two cases are realized when one chooses

$$\hat{X} = \begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix} \quad \text{or} \quad \hat{X} = \begin{pmatrix} \hat{a} \\ \hat{b}^\dagger \end{pmatrix},$$

(11)

where $\hat{a}$, $\hat{b}$ are independent harmonic oscillator operators which satisfy the boson commutation relations:

$$[\hat{a}, \hat{b}] = 0 = [\hat{a}, \hat{b}^\dagger],$$

$$[\hat{a}, \hat{a}^\dagger] = 1 = [\hat{b}, \hat{b}^\dagger].$$

(12)

Case 1: $\Gamma = \sigma_0$. In this case the operators $\hat{S}_a$ belong to the Lie algebra of the group $U(2)$ and we recover the Schwinger representation of two modes,

$$\hat{N}_a + \hat{N}_b - \hat{S}_0 = \hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b},$$

$$\hat{J}_x = \hat{S}_1 = \frac{1}{2} (\hat{a}^\dagger \hat{b} + \hat{b}^\dagger \hat{a}),$$

$$\hat{J}_y = \hat{S}_2 = -\frac{i}{2} (\hat{a}^\dagger \hat{b} - \hat{b}^\dagger \hat{a}),$$

$$\hat{J}_z = \hat{S}_3 = \frac{1}{2} (\hat{a}^\dagger \hat{a} - \hat{b}^\dagger \hat{b}).$$

(13)

The operators $\hat{J}_x, \hat{J}_y, \hat{J}_z$ obey the usual commutation rules of angular momentum $[\hat{J}_x, \hat{J}_y] = i \hat{J}_z$, etc. The conserved quantity associated with $\hat{S}_0$ is the total number of photons represented by the operator $\hat{N}_a + \hat{N}_b$ which commutes with the three angular momentum operators $\hat{J}_x, \hat{J}_y, \hat{J}_z$.

In order to see explicitly the connection between lossless passive optical devices and the elements of the group $U(2)$ we denote with $\hat{x}$ and $\hat{\chi}$ the annihilation operators for the field entering the two input ports and with $\hat{y}$ and $\hat{\chi}$ the annihilation operators for the field leaving the two output ports. These four operators are connected by a scattering matrix $M$ whose form is

$$\begin{pmatrix} \hat{y} \\ \hat{\chi} \end{pmatrix} = \begin{pmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{pmatrix} \begin{pmatrix} \hat{x} \\ \hat{\chi} \end{pmatrix}.$$  

(14)

Conservation of probability in a scattering process demands that output operators satisfy the same commutation relations as the input operators. This requirement leads to the unitarity condition for $M$,

$$MM^\dagger = 1.$$  

(15)

Here we write explicitly some scattering matrices and the associate transformations that will be used in the next section. The operators $\hat{J}_x$ and $\hat{J}_y$ generate two possible scattering matrices for a beam splitter and/or a rotator [30].

$$e^{i \alpha \hat{J}_x} \begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix} e^{-i \alpha \hat{J}_y} = \begin{pmatrix} \cos(\alpha/2) & -i \sin(\alpha/2) \\ i \sinh(\alpha/2) & \cosh(\alpha/2) \end{pmatrix} \begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix},$$

(16)

$$e^{i \beta \hat{J}_y} \begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix} e^{-i \beta \hat{J}_y} = \begin{pmatrix} \cos(\beta/2) & -i \sin(\beta/2) \\ i \sin(\beta/2) & \cos(\beta/2) \end{pmatrix} \begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix},$$

(17)

while the scattering matrix accounting for free-field propagation is generated by operator $\hat{J}_z$,

$$e^{i \gamma \hat{J}_z} \begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix} e^{-i \gamma \hat{J}_z} = \begin{pmatrix} e^{-i \gamma} & 0 \\ 0 & e^{i \gamma} \end{pmatrix} \begin{pmatrix} \hat{a} \\ \hat{b} \end{pmatrix}.$$  

(18)

Case 2: $\Gamma = \sigma_3$. Using Eq. (5) it is easy to see that the operators $\hat{S}_a$ belong to the Lie algebra of the group $U(1,1)$,

$$\hat{N}_a - \hat{N}_b - 1 = \hat{S}_3 = \hat{a}^\dagger \hat{a} - \hat{b}^\dagger \hat{b},$$

$$\hat{K}_x = \hat{S}_1 = \frac{1}{2} (\hat{a}^\dagger \hat{b} + \hat{b}^\dagger \hat{a}),$$

(19)

$$\hat{K}_y = \hat{S}_2 = -\frac{i}{2} (\hat{a}^\dagger \hat{b} - \hat{b}^\dagger \hat{a}),$$

$$\hat{K}_z = \hat{S}_0 = \frac{1}{2} (\hat{a}^\dagger \hat{a} + \hat{b}^\dagger \hat{b}).$$

In this case the difference in photon number is conserved, that is the operator $\hat{N}_a - \hat{N}_b$ commutes with $\hat{K}_x, \hat{K}_y, \hat{K}_z$ which are generators of the group $SU(1,1)$. The commutation rules for these operators are $[\hat{K}_x, \hat{K}_y] = -i \hat{K}_z$, $[\hat{K}_y, \hat{K}_z] = i \hat{K}_x$, $[\hat{K}_x, \hat{K}_z] = i \hat{K}_y$. The scattering matrices generated by the $SU(1,1)$ operators follow by Eq. (10). They take the explicit form

$$e^{i \alpha \hat{K}_x} \begin{pmatrix} \hat{a} \\ \hat{b}^\dagger \end{pmatrix} e^{-i \alpha \hat{K}_x} = \begin{pmatrix} \cosh(\alpha/2) & -i \sinh(\alpha/2) \\ i \sin(\alpha/2) & \cosh(\alpha/2) \end{pmatrix} \begin{pmatrix} \hat{a} \\ \hat{b}^\dagger \end{pmatrix},$$

(20)

$$e^{i \beta \hat{K}_y} \begin{pmatrix} \hat{a} \\ \hat{b}^\dagger \end{pmatrix} e^{-i \beta \hat{K}_y} = \begin{pmatrix} \cosh(\beta/2) & \sin(\beta/2) \\ \sinh(\beta/2) & \cosh(\beta/2) \end{pmatrix} \begin{pmatrix} \hat{a} \\ \hat{b}^\dagger \end{pmatrix},$$

(21)

$$e^{i \gamma \hat{K}_z} \begin{pmatrix} \hat{a} \\ \hat{b}^\dagger \end{pmatrix} e^{-i \gamma \hat{K}_z} = \begin{pmatrix} e^{i \gamma/2} & 0 \\ 0 & e^{-i \gamma/2} \end{pmatrix} \begin{pmatrix} \hat{a} \\ \hat{b}^\dagger \end{pmatrix}.$$  

(22)

Using the last two equations we can construct the scattering matrix representing the nonlinear crystal, as shown in Ref. [26].

**III. THE CAVITY MODEL**

We now apply the formalism developed in Sec. II to describe a cavity with nonorthogonal polarization modes. Our
We assume that mode nonorthogonality is achieved by inserting in the cavity an absorber modeled as a beam splitter acting only on mode $a$. For right-traveling modes we have put $G=1$ to indicate the passive crystal behavior when there is no phase matching.

A. Scattering matrix for a cavity round-trip

We consider a cavity having one perfectly reflecting mirror at position $x=-L$, and a partially reflecting mirror at $x=0$, as shown in Fig. 1.

We decompose the electric field inside the cavity into left (subscript $L$) and right (subscript $R$) propagating waves. In degenerate type-II down-conversion two orthogonally polarized modes are excited at the same frequency $\omega=\Omega/2$, where $\Omega$ is the frequency of the pump field. Let us denote with $a$ and $b$ these two field modes and assume that their polarization is parallel to the $y$ and $z$ axis, respectively. Another mode $f$ (also decomposed in $f_L$ and $f_R$ parts), is introduced in order to assure the unitarity of the model; we call this mode the noise mode. We assume that mode $f$ has the same polarization as mode $a$. The role of this noise mode will be soon made clear; for the moment we describe, as in Ref. [8], the DPA cavity using a scattering matrix which is unitary only when it accounts both for field and noise modes. We shall see that nonorthogonality of the cavity modes naturally appears as a consequence of restricting the scattering matrix to the set of field modes $a$ and $b$. However, truncating the scattering matrix to the field modes is not enough to achieve mode nonorthogonality; it is necessary to introduce a non-Hermitian coupling between them. In our model the mode nonorthogonality is achieved by inserting in the cavity a phase anisotropy due to circular birefringence (polarization rotator) and a loss anisotropy generated by linear dichroism (polarization-dependent absorber), following the scheme given in [9]. Another way to produce nonorthogonal polarization modes is to use linear birefringence and linear dichroism at $45^\circ$ as in Ref. [12]. Although these two alternative ways are implemented using physically different devices, both lead to basically the same expressions for the Pomeranchuk $K$ factor, as we shall see in Sec. III B.

The canonical quantization scheme requires us to express the electromagnetic field inside the cavity in terms of a continuous or discrete complete set of functions $\{u_\alpha\}$ (the eigenmodes of the cavity) and associating with them a corresponding set of field operators $\{a_\alpha\}$. A serious problem arises when the set of cavity eigenmodes $\{u_\alpha\}$ is not orthogonal. In fact, as shown in Refs. [8,13], a set of nonorthogonal modes cannot be turned into a set of noncommuting operators. In order to avoid this problem our calculations are based on the orthogonal sets of operators $\{a_{\alpha\leftarrow},\hat{a}_{\alpha\rightarrow}\}$, $\{\hat{a}_{\alpha\leftarrow},\hat{a}_{\alpha\rightarrow}\} (\alpha = a,b)$ associated with a corresponding set of plane-wave modes [31]. We assume that the input and output operators satisfy the usual (discrete) commutation relations

$$[\hat{a}_{\alpha\leftarrow},\hat{b}_{\alpha\rightarrow}] = 0 = [\hat{a}_{\alpha\leftarrow},\hat{b}_{\alpha\rightarrow}]$$

$$[\hat{a}_{\alpha\leftarrow},\hat{a}_{\alpha\rightarrow}] = 1 = [\hat{b}_{\alpha\leftarrow},\hat{b}_{\alpha\rightarrow}]$$

(x = in, out),

and similarly for the noise operators.

The optical elements inside the cavity are as follows: an absorber modeled as a beam splitter acting only on mode $a$ (polarization), a crystal with nonlinear gain $G$, and a rotator which rotates the polarization axes by an angle $\phi$ along the $x$ axis. The propagation of the modes over a cavity with length $L$ is modeled by a delay line in front of the left mirror which introduces a phase shift $\theta = \omega L/c$. We assume that all optical elements are infinitesimally thin and that the operator phases at the position $x=0$ are equal to zero. The scattering matrices for the various optical elements inside the cavity are given below. On the output mirror the input annihilation operators belonging to the $a$ mode are related to the input operators on the same mode, by the transformation

$$\hat{a}_{\text{out}} = \mathcal{T}\hat{a}_{\text{in}} + \mathcal{R}\hat{a}_{\text{out}}$$

$$\hat{a}_{\text{in}} = \mathcal{R}\hat{a}_{\text{in}} + \mathcal{T}\hat{a}_{\text{out}}$$

where $\mathcal{R} = -\sqrt{\mathcal{R}}$, $\mathcal{T} = i\sqrt{1-\mathcal{R}}$, and $0 \leq \mathcal{R} < 1$. For the mode $b$ the above relations hold if we make everywhere the substitution $a \rightarrow b$. The effect of the rotator on left-traveling mode operators can be represented as [30]

$$\hat{a}_{2L} = \cos \phi \hat{a}_{1L} + \sin \phi \hat{b}_{1L}$$

$$\hat{b}_{2L} = -\sin \phi \hat{a}_{1L} + \cos \phi \hat{b}_{1L}$$

The corresponding matrix for right-traveling modes is obtained substituting in the above formula $1 \leftrightarrow 2$ and $L \rightarrow R$. Note that we have chosen as a rotator, a device antisymmetric with respect to temporal inversion [32] (e.g., a Faraday rotator); then the total rotation angle is doubled after a round trip. For completeness we note that in case of a device which
where the real-valued gain \( G \) has been used jointly with a linear dichroic element with its axes at \( \pm 45^\circ \) with respect to \( f \) and \( s \) in Refs. [12,34]. However, we have preferred to use a Faraday rotator, jointly with a linear dichroic element with its axes parallel to the \( a \) and \( b \) polarization directions, since this configuration leads to a more clear separation between the phase anisotropy and the loss anisotropy inside the cavity.

The scattering matrix for the parametric crystal, in the nondepleted pump approximation [31,35], is given by

\[
\hat{a}_{3L} = G\hat{a}_{2L} + (G^2 - 1)^{1/2}\hat{b}_{2L}^\dagger, \tag{26a}
\]

\[
\hat{b}_{3L}^\dagger = (G^2 - 1)^{1/2}\hat{a}_{2L} + G\hat{b}_{2L}^\dagger, \tag{26b}
\]

where the real-valued gain \( G \) satisfies \( G > 1 \). For the right-traveling modes the crystal is transparent due to the absence of phase matching and in this case the operator transformations can be obtained from Eqs. (26) after the substitutions \( 3 \leftrightarrow 2 \), \( L \rightarrow R \), and \( G = 1 \). Since Eqs. (26) preserve bosonic commutation rules it is not necessary, for a parametric amplifier with a classical nondepleted pump, to add noise from an external bath [1] to account for pump fluctuations. In our model only the down-converted field is confined by the cavity, not the pump field, therefore the cavity mode structure cannot affect the pump beam fluctuations. Incidentally, we note that when using this scattering matrix formalism, the difference between a linear and a nonlinear amplifier is rooted only in the choice of the operators which are coupled by the matrix, but not in the matrix itself, which is the same in both cases. In fact, in a linear amplifier the nondiagonal matrix elements couple a field annihilation operator with a noise creation operator, while in a nonlinear amplifier the coupling is between two different field modes, as in Eqs. (26).

The scattering matrix representing the absorber, which introduces losses only for the mode \( a \), is written as [36]

\[
\hat{a}_{4L} = t\hat{a}_{3L} + r\hat{f}_{\text{Lin}}, \tag{27a}
\]

\[
\hat{b}_{4L} = \hat{b}_{5L}, \tag{27b}
\]

\[
\hat{f}_{\text{Out}} = r\hat{a}_{3L} + t\hat{f}_{\text{Lin}}, \tag{27c}
\]

where \( r = i\sqrt{1 - t^2} \) and the real parameter \( t (0 \leq t \leq 1) \) represents the ratio between field amplitudes along \( y \) and \( z \) polarization directions. For right-traveling modes we obtain essentially the same equations by substituting \( 4 \leftrightarrow 3 \) and \( L \rightarrow R \), that is we consider a device insensitive with respect to the direction of the impinging light. We note that truncating the transformation equations (27) to the field modes only leads to the following nonunitary transformation:

\[
\begin{pmatrix}
\hat{a}_{4L} \\
\hat{b}_{4L}
\end{pmatrix} =
\begin{pmatrix}
t & 0 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
\hat{a}_{3L} \\
\hat{b}_{3L}
\end{pmatrix}. \tag{28}
\]

Since as the absorber we have chosen a linear dichroic element with its axes parallel to the \( a \) and \( b \) polarization directions, it introduces only anisotropic losses but no phase anisotropy and therefore the matrix Eq. (28) is diagonal.

The delay line with phase shift \( \theta \) can be simply represented as

\[
\hat{a}_{5L} = \exp(i\theta)\hat{a}_{4L}, \tag{29}
\]

\[
\hat{a}_{4R} = \exp(i\theta)\hat{a}_{5R}, \tag{30}
\]

where \( \theta = \omega L/c \). It allows us to evaluate the effects of the cavity length \( L \). The same relations hold for mode \( b \). Finally, on the left mirror the boundary condition requires

\[
\hat{a}_{5R} = -\hat{a}_{5L}, \tag{31}
\]

and similarly for mode \( b \).

Equations (25)–(31) can be straightforwardly solved to express right-traveling mode operators in terms of left-traveling mode operators,

\[
\begin{pmatrix}
\hat{a}_{1R} \\
\hat{b}_{1R}
\end{pmatrix} = G \begin{pmatrix}
-\gamma_+ \cos(2\phi) - \gamma_- & -\gamma_+ \sin(2\phi) \\
\gamma_+ \sin(2\phi) & -\gamma_+ \cos(2\phi) + \gamma_-
\end{pmatrix}
\begin{pmatrix}
\hat{a}_{1L} \\
\hat{b}_{1L}
\end{pmatrix} + (G^2 - 1)^{1/2}
\times \begin{pmatrix}
\gamma_+ \cos(2\phi) - \gamma_- & -\gamma_+ \sin(2\phi) \\
\gamma_+ \sin(2\phi) & \gamma_+ \cos(2\phi) + \gamma_-
\end{pmatrix}
\times \begin{pmatrix}
\hat{a}_{1L} \\
\hat{b}_{1L}
\end{pmatrix} + \frac{1}{2}\hat{f}_a, \tag{32}
\]

where \( \gamma_\pm = \exp(2i\theta)(r^2 \pm 1)/2 \) and

\[
\hat{f}_a = r(\hat{f}_{\text{Lin}} + \hat{f}_{\text{Rin}})\cos \phi, \tag{33}
\]

\[
\hat{f}_b = -r(\hat{f}_{\text{Lin}} + \hat{f}_{\text{Rin}})\sin \phi. \tag{34}
\]

The effect of the noise on mode \( b \) appears as a consequence of introducing the rotator: \( \hat{f}_b = 0 \) when \( \phi = 0 \). At the same time the noise disappears on both modes if \( t = 1 \). This means that the full effect of the noise on the system becomes manifest only for \( \phi > 0 \) and \( t < 1 \), that is when the cavity modes are nonorthogonal. Assuming that noise operators belonging to left- and right-traveling modes do commute,

\[
[\hat{f}_{\text{Lin}}, \hat{f}_{\text{Lin}}^\dagger] = 1 = [\hat{f}_{\text{Rin}}, \hat{f}_{\text{Rin}}^\dagger], \tag{35}
\]

\[
[\hat{f}_{\text{Lin}}, \hat{f}_{\text{Rin}}^\dagger] = 0 = [\hat{f}_{\text{Lin}}^\dagger, \hat{f}_{\text{Rin}}],
\]

we find that, in the general case \( \phi \neq 0 \) and \( t \neq 1 \), the noise operators \( \hat{f}_a \) and \( \hat{f}_b \) do not commute.
\[ [\hat{f}_a, \hat{f}_b] = -(1-t^4) \sin \phi \cos \phi. \] \hfill (36c)

This noise correlation disappears when the modes become orthogonal \((\phi=0, \pi/2, \text{and/or } t=1)\).

**B. Nonorthogonal modes and the Petermann excess noise factor**

Having found the relations between operators belonging to right-traveling and left-traveling modes after one round trip, we now show that our model effectively describes a cavity with nonorthogonal modes and can therefore show, in principle, excess quantum noise [8,37]. Although Eq. (32) has been written in a quantum context, it is equally valid in a classical context if one substitutes for the various operators \(\hat{a}_{1R}, \hat{b}_{1R}, \text{etc.}\) the corresponding classical complex amplitudes \(A_{1R}, B_{1R}, \text{etc.}\) and disregards the noise operators \(\hat{f}_a\) and \(\hat{f}_b\). The remaining homogeneous equation describes the round trip variation of a classical field inside the cavity. Furthermore, if one puts \(G=1\) then the classical counterpart of Eq. (32) reduces to

\[ \begin{pmatrix} A_{1R} \\ B_{1R} \end{pmatrix} = M \begin{pmatrix} A_{1L} \\ B_{1L} \end{pmatrix}, \]

where

\[ M = - \begin{pmatrix} \gamma_+ \cos(2\phi) + \gamma_- \sin(2\phi) & \gamma_+ \sin(2\phi) - \gamma_- \cos(2\phi) \\ -\gamma_+ \sin(2\phi) + \gamma_- \cos(2\phi) & \gamma_+ \cos(2\phi) + \gamma_- \sin(2\phi) \end{pmatrix}, \]

which coincides, apart from a multiplicative factor, with the classical cold cavity round-trip matrix \(M_{RT}\). Now, following Ref. [8], we find the eigenvalues and the eigenvectors of the matrix \(M\) and show that the latter ones form a nonorthogonal two-dimensional basis.

First we note that when \(\phi=0\) or \(t=1\), \(M_{RT}\) reduces to

\[ \phi=0 \Rightarrow M = \begin{pmatrix} t^2 & 0 \\ 0 & 1 \end{pmatrix} \]

or

\[ t=1 \Rightarrow M = \begin{pmatrix} \cos 2\phi & \sin 2\phi \\ -\sin 2\phi & \cos 2\phi \end{pmatrix}. \]

It is clear that in both these cases the eigenvectors are orthogonal. In the general case the eigenvalues \(\lambda_\pm\) are

\[ \lambda_\pm = -\frac{1}{2} \left( (1+t^2) \cos 2\phi \pm Z \right), \]

where

\[ Z = \left( (1-t^2)^2 - (1+t^2)^2 \sin^2 2\phi \right)^{1/2}. \]

Depending on the values assumed for \(\phi\) and \(t\) we may have either \(Z\) real or purely imaginary. In the latter case it is convenient to define

\[ Z = i\zeta, \quad \zeta = \left( (1+t^2)^2 \sin^2 2\phi - (1-t^2)^2 \right)^{1/2}, \]

where \(\zeta\) is real. The critical value of \(t\) for which \(Z\) becomes purely imaginary is given by

\[ t_c(\phi) = \frac{1 - |\sin 2\phi|}{1 + |\sin 2\phi|}. \]

For \(t < t_c(\phi)\) both eigenvalues are real and the cavity eigenmodes are degenerate; this regime is usually referred to as the locked regime [9,38]. Conversely, for \(t > t_c(\phi)\) the eigenvalues Eq. (41) acquire an imaginary part and the degeneracy between eigenmodes is removed (unlocked regime). Let \(u_\pm\) be the non-normalized eigenvectors corresponding to \(\lambda_\pm\), respectively,

\[ u_\pm = \begin{pmatrix} (1-t^2) \cos 2\phi \pm Z \\ -(1+t^2) \sin 2\phi \end{pmatrix}. \]

For arbitrary values of \(t\) and \(\phi\) these eigenvectors are not orthogonal. This is shown in Fig. 2 where the angle \(\beta\) between \(u_+\) and \(u_-\) is plotted as a function of \(t\) for several values of \(\phi\). For \(t=1\) we have \(\beta=\pi/2\) (orthogonal modes) for all values of \(\phi\), while for the critical \(t=t_c(\phi)\) we see that
β=0 and the modes become parallel. In Fig. 2(c) the “geometrical” Petermann K factor for the cold cavity is plotted together with β. As Siegman remarked years ago [7,14], the geometrical Petermann K factor, as given below, is an intrinsic property of the cavity eigenmodes which has nothing to do with the gain medium inside the cavity. It can be calculated using the well known relation [9]

\[
\frac{1}{K} = 1 - \frac{|(u_+, u_+)(u_+, u_-)|^2}{(u_+, u_+)(u_-, u_-)},
\]

(46)

obtaining

\[
K_<= \frac{(1 - i^2)^2}{(1 - i^2)^2 - (1 + i^2)^2 \sin^2 2\phi},
\]

(47)

for \( t < t_c(\phi) \), and

\[
K_>= \frac{(1 + i^2)^2 \sin^2 2\phi}{(1 + i^2)^2 \sin^2 2\phi - (1 - i^2)^2},
\]

(48)

for \( t > t_c(\phi) \). Apart from notation these results agree with earlier works [9,12]. In the limit of small rotator angle \( \phi \ll 1 \) we have \( t_c(\phi) \approx 1 - 2\phi \) which is very close to 1. If we define the dissipative coupling \( \tau \) as \( t = \exp(-2\tau)(\tau=0) \) one simply notices that in the limit of small \( \phi \) and \( \tau \), the behavior of \( K \) near the critical value \( t_c \) is given by

\[
K_<= \frac{1}{1 - \frac{\phi^2}{\tau^2}},
\]

(49a)

\[
K_>= \frac{1}{1 - \frac{\tau^2}{\phi^2}},
\]

(49b)

in agreement with Ref. [9].

**IV. RESULTS AND DISCUSSION**

In this section we calculate the SPDC rate of the subthreshold OPO shown in Fig. 1 and study how it depends on the “nonorthogonality parameters” \( t \) and \( \phi \). Equations (24) together with Eqs. (32) can be straightforwardly solved to express “out” operators in terms of “in” operators; this is done explicitly in the Appendix. The resulting expressions are very cumbersome and it is not useful to write them explicitly. Their general form is

\[
\hat{a}_{out} = \sum_{a=a,b} (S_{1a} \hat{a}_m + S_{2a} \hat{a}_m^\dagger + S_{3a} \hat{a}_a + S_{4a} \hat{a}_a^\dagger),
\]

(50)

and similarly for mode \( b \), where \( S_{ia} \) are complicated functions of \( t, \phi, G, R \), and \( \omega L/c \). From the above results we calculate the average photon number emitted in modes \( a \) and \( b \):

\[
\bar{n}_a = \langle \hat{a}_{out}^\dagger \hat{a}_{out} \rangle_{vac} \ (a=a,b),
\]

(51)

where the subscript “vac” indicates that the quantum expectation value is calculated for the incoming vacuum field. When both the absorber and rotator are switched off (orthogonal-mode case) we find \( \bar{n}_a = \bar{n}_b = \bar{n} \), where

\[
\bar{n} = (G^2 - 1) \left[ \frac{1 - R}{1 - 2G R \cos(2\omega L/c) + R} \right]^2.
\]

This result is in agreement with Eq. (16) in Ref. [31]. The term inside the square brackets, when calculated for \( G=1 \), coincides with the spontaneous emission modification factor \( F \) [39], but in our case it is quadratic because of nonlinearity [40]. At resonance \((L=m\pi c/\omega, \text{ with } m \text{ integer})\), a divergence appears for \( \bar{n} \) when \( G=(1+R)/(2\sqrt{R})>1 \), corresponding to the threshold of oscillation [41]. However, we are interested only in the subthreshold case where a privileged lasing mode is not selected. The average photon numbers emitted on modes \( a \) and \( b \), evaluated at resonance, in the general case \( \phi \neq 0 \) and \( t \neq 1 \), are shown in Fig. 3. The values of the nonlinear gain and the mirror reflectivity are \( G = 1.01 \) and \( R = 0.2 \), respectively, corresponding to a subthreshold OPO. The behavior with respect to the variable \( \phi \) of \( \bar{n}_a \) and \( \bar{n}_b \), is quite similar for \( t=1 \). When \( t \to 0 \), mode \( a \) is increasingly suppressed and \( \bar{n}_a \to 0 \). In the same limit mode \( b \) does not disappear but is reduced by a factor \( \approx 3 \).

We report in Fig. 4 the total average photon number \( \bar{N} = \bar{n}_b + \bar{n}_a \), evaluated at resonance, as a function of the absorber transmission coefficient \( t \) and of the rotation angle \( \phi \) due to the rotator. The nonlinear gain \( G \) and the output mirror reflectivity \( R \) have been chosen as \( G = 1.01, \ R = 0.2 \), so that subthreshold operation is achieved.

From Fig. 4 it is clear that the local maxima of \( \bar{N} \), for the \( t \) variable, are located on the curve \( \phi = 0 \) which corresponds to a cavity with orthogonal modes. This curve constitutes the upper boundary of the gray band shown in Fig. 5. The other points in the gray band represent all possible values of \( \bar{N} \), calculated with the same parameters as in Fig. 4, for cavities with nonorthogonal modes. All these points are below the curve corresponding to orthogonal modes; so we do not find any enhancement of the twin-photon rate under these conditions.

This may be compared with the behavior of the geometrical K factor, as given by Eqs. (47) and (48). Figure 5 shows the behavior of this \( K \) factor with respect to \( \bar{N} \), as a function of the absorber transmission \( t \). Both \( K \) and \( \bar{N} \) are evaluated for \( \phi = \pi/8 \); furthermore, \( \bar{N} \) is evaluated for \( G = 1.01 \) and \( R = 0.2 \). From a geometrical point of view, when \( t = t_c \), the cavity eigenmodes become parallel and the corresponding \( K \) factor diverges, as shown in Fig. 2(c). In Fig. 5 this resonant behavior of \( K \), when \( t \) approaches \( t_c \), is evident, but at the same time there is no signature of a critical behavior of \( \bar{N} \).

Therefore we conclude that for a subthreshold OPO, the total average photon number \( \bar{N} \) does not depend on \( K \).
V. OPTICAL BAND STRUCTURE IN A PARAMETRIC OSCILLATOR

In the preceding section we have calculated the total average photon number \( \bar{N} = \bar{n}_a + \bar{n}_b \) of the subthreshold OPO calculated at resonance, that is for \( \omega L/c = m \pi \), where \( m \) is an integer. In general the number \( \bar{N} \) varies as a function of the phase shift \( \theta = \omega L/c \) which plays the role of a reduced length. It can be varied either by varying the length \( L \) of the cavity or by varying the pump frequency \( \Omega = 2\omega \). Then we can regard the function \( \bar{N}(\theta) \) (calculated for fixed values of the other OPO parameters \( t, G, R, \) and \( \phi \)) as the cavity spectrum. In Fig. 6 we plot \( \bar{N} \), calculated for \( G = 1.01 \) and \( R = 0.2 \) (below threshold OPO), versus the length \( \theta \) and the rotator angle \( \phi \), for several values of the absorber parameter \( t \). The function \( \bar{N}(\theta, \phi) \) has, for \( \phi = 0 \) and all values of \( t \), the expected periodic behavior (with period \( \pi \)) which is characteristic of the spectrum of a Fabry-Pérot cavity. For decreasing \( t \) the height of the resonant peaks is lowered but their shape and position are unchanged. For \( \phi = \pi/2 \) and all values of \( t \) we obtain the same spectrum as for \( \phi = 0 \) but shifted in the variable \( \theta \) by an amount \( \pi/4 \). This happens because \( \phi = \pi/2 \) simply corresponds, from a physical point of view, to an exchange of the role of the two orthogonal polarizations. For \( \phi > 0 \) and \( t > 0 \) each resonant peak is split in two separate bands corresponding to cavity eigenmodes with \( y \) and \( z \) polarization. The degeneracy is removed because of the polarization mode coupling induced by the rotator [see Eqs.]

FIG. 3. (a) Plot of the average number \( \bar{n}_a \) of photons emitted on mode \( a \) for a subthreshold OPO at resonance as a function of the rotator angle \( \phi \) and the absorber parameter \( t \). The values of the other parameters are \( G = 1.01, R = 0.2 \). For \( t = 0 \) and \( \phi = 0 \) the photons in mode \( a \) are fully absorbed so that \( \bar{n}_a = 0 \). (b) Plot of the average number \( \bar{n}_b \) of photons emitted in mode \( b \) under the same conditions as in (a).

FIG. 4. Plot of the total average photon number \( \bar{N} = \bar{n}_a + \bar{n}_b \) of the subthreshold OPO, calculated at resonance, as a function of the absorber transmission \( t \) and of the rotator angle \( \phi \). The values of the other parameters are: \( G = 1.01, R = 0.2 \). For \( t = 0 \) and \( \phi = 0 \) the photons in mode \( a \) are fully absorbed and the residual value of \( \bar{N} \) is due to contribution of only mode \( b \).

FIG. 5. Dotted-dashed line: “geometrical” Petermann \( K \) factor, given by Eqs. (47) and (48) for a cavity without crystal, calculated for \( \phi = \pi/8 \), as a function of the absorber transmission \( t \). The value of \( K \) diverges for \( t \rightarrow t_c (\phi = \pi/8) = 0.41 \). Dashed line: total average photon number \( \bar{N} \) calculated at resonance and \( \phi = \pi/8 \). The values of the other parameters are \( G = 1.01, R = 0.2 \), corresponding to a subthreshold OPO. The gray band represents all possible values of \( \bar{N} \) for nonorthogonal modes. Note that \( \bar{N} \) is not enhanced for \( t = t_c \).
Finally, for $t = 50$, there is an abrupt jump in the band structure for $f = p/4$ because mode $a$ is totally suppressed and only a single linearly polarized mode can exist in the cavity. Actually, this jump is not clearly visible in Fig. 6, but it becomes evident in Fig. 8.

The existence of optical band structures is well known for the case of a classical ring resonator, with passive polarization-optical elements. In that case, counterpropagating polarized waves are coupled by electro-optic modulators (EOM), Faraday rotators, partial reflectors, etc., that are arranged in a ring configuration. The polarization-mode eigenfrequencies then display band structures as a function of a tuning parameter, e.g., the voltage across an EOM. A general method for determining the eigenfrequency band structure in a ring cavity containing various passive optical elements, has been developed in Refs. [32,42]. Optica
tical elements are represented by $4 \times 4$ matrices which couple two polarization degrees of freedom: $x$ and $y$ polarized waves, and two momentum degrees of freedom: clockwise (cw) and counterclockwise (ccw) waves. The spectrum of a ring cavity is determined by solving the secular equation for eigenvalue unity,

$$\text{det}(M_{RT} - 1) = 0,$$

where $M_{RT}$ is the matrix for one round trip along the sequence: $M_4 \cdot \cdots \cdot M_2 M_1$, and $M_1, M_2, \ldots$ are the individual optical element matrices.

This approach is inherently classical because it neglects the coupling between the cavity modes and the world outside the cavity. Since our OPO is inherently a quantum system which, moreover, is based upon a Fabry-Pérot cavity instead of a ring cavity, we have to be careful before adopting the same method. Equation (53) implicitly defines what is a spectral resonance for a classical ring cavity; we need an analogous definition in our quantum case. Input-output relations for a field inside a cavity with nonorthogonal modes were already discussed from a very general point of view by Grangier and Poizat [37]; however, their analysis concerned only a cavity with a linear medium inside. In our case we shall find that the classical equation (53) remains valid in the quantum context but acquires a different meaning.

A. Resonance conditions: Quantum theory

Now we extend to the quantum regime the treatment that leads to Eq. (53). The theory we have formulated in Sec. II
can be generalized to an arbitrary linear amplifier (in the sense of Caves [1]) inside a cavity. A generalized one-output-mirror cavity is formed by a mirror $M$ put in front of a bulk material $B$ as shown in Fig. 7. Horizontal arrows represent field modes, that is modes of the electromagnetic both inside and outside the cavity. Vertical arrows represent noise modes, that is modes introduced to account for the loss channels. We denote the set of left-traveling field modes by $\mathcal{L}$ and the set of right-traveling field modes by $\mathcal{R}$ and assume $\text{dim}(\mathcal{L}) = \text{dim}(\mathcal{R}) = N$. The set of annihilation operators associated with the input and output field modes is denoted by $a_{\text{in}} = [(a_{\text{in}}^0)^T \cdots (a_{\text{in}}^N)^T]^T$ and $a_{\text{out}} = [(a_{\text{out}}^0)^T \cdots (a_{\text{out}}^N)^T]^T$, respectively. The set of annihilation operators associated with the input noise modes is denoted by $\mathbf{f} = [(\mathcal{F}^1) \cdots (\mathcal{F}^N) (\mathcal{F}^1)^T \cdots (\mathcal{F}^1)^T]^T$. All operators belonging to the input (output) field modes commute with all operators (and their corresponding adjoints) belonging to the input (output) noise modes. As shown with more details in the Appendix, if we indicate with $\mathbf{R}$, $\mathbf{T}$, and $\mathbf{M}$ three $2N \times 2N$ matrices which represent the reflectivity and transmissivity of the output mirror and the whole cavity, respectively, we find

$$a_{\text{out}} = (\mathbf{R} + \mathbf{TGT})a_{\text{in}} + \mathbf{T}(1 + \mathbf{GR})\mathbf{f}$$

$$= \mathbf{S}a_{\text{in}} + \mathbf{F},$$

where $\mathbf{G} = \mathbf{M}(1 - \mathbf{RM})^{-1}$. Equation (54a) can be straightforwardly interpreted in terms of transmitted and reflected field amplitudes, exactly as in the classical Fabry-Pérot interferometer theory. Looking at Eq. (54a) we see that the first term $\mathbf{Ra}_{\text{in}}$ corresponds to the first reflected wave while the second term $(\mathbf{TGT}a_{\text{in}})$ is the product of the wave coupled into the cavity which interacts with the optical elements represented by $\mathbf{G}$ and finally is coupled out of the cavity. In a similar manner we can interpret the noise term. Note that the solution Eq. (54) exists only if

$$\text{det}(1 - \mathbf{RM}) \neq 0.$$ (55)

Now we are ready to reexamine the definition of a spectral resonance. From the general equation (54) it is clear, by inspection, that all $S$-matrix elements have a common denominator $D(\theta) (\theta = \omega L/c)$ equal to $D(\theta) = \text{det}(1 - \mathbf{RM})$. A natural definition of the resonant values $\theta_{\text{res}}$ is then given by the complex zeros of $D(\theta)$ [43]. From a physical point of view, since $\omega$ and $L$ are real variables, we consider $\text{Re}(\theta_{\text{res}})$ as the true resonant frequency. With this definition $D(\theta_{\text{res}}) = 0$ and our previous calculations apply. As an example of this definition we show in Fig. 8 the frequency band structure corresponding to the spectra already shown in Fig. 6. $\text{Re}(\theta_{\text{res}})$ is plotted versus the rotator angle $\phi$ for different values of $t$. When $\phi = 0$ the two modes corresponding to polarizations $a$ and $b$ are degenerate in frequency for all values of $t$. This degeneracy is removed by the rotator which induces a coupling between the two polarization modes. When $\phi = \pi/2 \mod(2\pi)$ the two modes exchange their role and the spectrum is simply shifted by $\pi/2$. For $t = 0$ the polarization mode $a$ is completely suppressed and the spectrum is again degenerate.

We now return to our discussion of the resonance condition to notice that, when $\text{Im}(\theta_{\text{res}}) = 0$, the determinant is zero for real frequencies and our calculations break down. However, the real solutions of the equation $D(\theta) = 0$ constitute a set of functions $\theta_i(R, G, \phi, t) (i = 1, 2, \ldots)$, which fix the boundary of the domain, in the space of the parameters $R$, $G$, $\phi$, and $t$, within which solutions of Eq. (54a) exist. In fact it is clear that, being $\theta \approx \omega \approx k$, the solutions, in general complex, of the equation $D(\theta) = 0$ are the analog of the circle of convergence of the geometrical series $s(z)$ in the Fabry-Pérot transmission function. In the classical theory of the Fabry-Pérot interferometer a plane wave impinging on one of the mirrors of the interferometer is partially transmitted and partially reflected. The amplitude of both the transmitted and reflected wave is proportional to the sum of a geometrical series $s(z) = 1 + z + z^2 + \cdots$ whose argument is $z = r e^{i(2kL + \phi)}$ for normal incidence. This series can be summed only if $|z| < 1$. In our case $|z| = r e^{-2kL}$ which is less than 1 only if $k_1 > k_0$ were
the radius of convergence of the geometrical series

\[ z = x + iy \]

It is clear that the threshold condition corresponds to a value of \( z = x + iy \) which lies, in the complex plane \((x, y)\), exactly on the radius of convergence of the geometrical series \( S(z) \). Analogously we identify the points lying on the boundary functions \( \theta_t(R, G, \phi, t) \) with the set of the values of the parameters \( R, G, \phi, \) and \( t \) for which oscillations start (threshold values) and therefore we write the threshold condition as \( \text{Im}(\theta_{\text{res}}) = 0 \). In the next section we analyze the distribution of these singular points in the plane \((\theta, \phi)\) for different values of \( R, G, \) and \( t \). Finally it is interesting to note that the “quantum” equation \( D(\theta) = \text{det}(1 - RM) = 0 \) does not contain any noise contribution and is, in fact, completely classical and therefore fully equivalent to the “classical” equation (53).

B. Mode spectra of OPO

We start our analysis of the OPO optical band structure by considering what happens in a cavity with orthogonal modes \((t = 1)\) when the threshold condition \( \text{Im}(\theta_{\text{res}}) = 0 \) is satisfied. In Fig. 9 the frequency band structure of the OPO spectrum is plotted for increasing values of the gain \( G \) and fixed mirror reflectivity \( R = 0.5 \). For \( G = 1.01 \) (subthreshold OPO) we have \( \text{Im}(\theta_{\text{res}}) \neq 0 \) and the spectrum is the same as Fig. 8(a). For \( G > G_{\text{th}}(R) = (1 + R)/(2\sqrt{R}) \) each band is doubled and shifted and the gap between two near bands is increasing along with \( G \). In other words a degeneracy between two eigenmodes is removed when the OPO starts to oscillate. At first sight these band structures closely resemble the corresponding ones in passive ring cavities [see, e.g., Fig. 2(d) in [32]]. In a ring cavity the doubling in the band structure arises from the coupling between counterpropagating modes along the ring. In other words, in a ring cavity the four degrees of freedom of the electromagnetic field that are responsible for the presence of four resonant peaks per free spectral range are two “polarization” degrees of freedom and two

“momentum” degrees of freedom. Instead in our case the doubling is due to the coupling between annihilation and creation operators belonging to different polarization modes. In other words here we have two polarization degrees of freedom coupled in a linear way by passive optical devices, and the same two polarization degrees of freedom coupled in a nonlinear way by the crystal. To see this more clearly, the band structure for an OPO in a simple linear cavity \((t = 1)\) is shown in Fig. 10, where \( \theta_{\text{res}} \) is plotted versus \( G \) for different values of \( R \). When \( G \) approach the threshold value \( G_{\text{th}}(R) \), a bifurcation in the OPO spectrum appears.

This bifurcation should be, in principle, observable experimentally. However, the well-known instability of a near threshold OPO [41], which is perhaps connected with this bifurcation, could make its direct observation very difficult. However, a detailed analysis of the OPO instability and its connection with the spectrum bifurcation other than with self-phase-locking (see, e.g., [44]) goes beyond the scopes of the present work. We simply recall that in our calculation the crystal is considered infinitesimally thin so that the bifurcation cannot be explained as a refractive index-dependent propagation effect within the crystal. The true nature of this phenomenon lies in the nonlinear coupling due to the crystal between annihilation and creation operators belonging to different polarization modes, as is made clear in Fig. 9. In order to understand this in detail, we rewrite the scattering matrix of a parametric amplifier as

\[ b_1 = \cosh \gamma a_1 + \sinh \gamma a_2^\dagger, \]

\[ b_2 = \cosh \gamma a_2 + \sinh \gamma a_1^\dagger, \]

where \( G = \cosh \gamma \). Ou [45] has shown that under the transformations

\[ a_\pm = (a_1 e^{-i\delta} \pm a_2 e^{i\delta})/\sqrt{2}, \]

\[ b_\pm = (b_1 e^{-i\delta} \pm b_2 e^{i\delta})/\sqrt{2}, \]
A degenerate parametric amplifier is, following the definition of Caves \cite{Caves}, a phase-sensitive amplifier, that is an amplifier which responds differently to the two quadrature phases of the field defined as

\[ q(a) = \frac{a + a^\dagger}{\sqrt{2}}, \quad (60a) \]
\[ p(a) = \frac{a - a^\dagger}{\sqrt{2}i}. \quad (60b) \]

These operators are both Hermitian and thus, in principle, observable. From Eqs. (59), (60) it is easy to see that each quadrature phase is amplified with a different gain,

\[ q_+(b) = e^{\gamma}q_+(a), \quad p_+(b) = e^{-\gamma}p_+(a), \quad (61) \]
\[ q_-(b) = e^{-\gamma}q_-(a), \quad p_-(b) = e^{\gamma}p_-(a), \quad (62) \]

and we have four independent observable degrees of freedom. In fact, from Eqs. (61), (62), we see that only two quadrature phases really exhibit different gain. Since the threshold condition \( \text{Im} (\theta_{\text{res}}) = 0 \) contains explicitly the gain, each of these two quadrature phases reaches the threshold for a different set of values of the parameters \( R, G, \phi, \) and \( t \) and two bands appear in the spectrum.

Now we consider the more general case of a cavity with nonorthogonal modes \( t \neq 1 \) and \( \phi \neq 0 \). In this case all four quadrature phases are coupled to each other and four bands appear. The frequency band structure of the OPO spectrum is shown in Fig. 11 where \( \theta_{\text{res}} \) is plotted versus the rotator angle \( \phi \) for different values of \( t \) and fixed \( G = \sqrt{2} \) and \( R = 0.5 \). The difference between these spectra and the ones usually obtained for lossless ring cavities is both in the shape of the bands and also in their disposal. In our case the bands are symmetric with respect to a vertical axis while in the passive-cavity case the symmetry is with respect to a horizontal axis. This is clearly illustrated in Fig. 12 where the two pictures differ for a rotation by a \( \pi/2 \) angle in the plane of the figure. This phenomenon is entirely due to the losses in our model represented by a nonunitary matrix. However, we stress the fact that this lack of unitarity only appears in the classical equation \( \det(1 - \mathbf{R} \mathbf{M}) = 0 \) but not in the full quantum equation (54).

To illustrate this phenomenon we consider, for simplicity, a two-mode optical system which contains an absorbing element whose matrix can be written as \[ A = \begin{pmatrix} e^{-\alpha} & 0 \\ 0 & e^{\alpha} \end{pmatrix}. \quad (63) \]

where \( \alpha \) is a real parameter. This matrix is trivially nonunitary. Let us now analytically continue the real parameter \( \alpha \) in
the complex space via the transformation $\alpha \rightarrow \alpha e^{i\eta}$. After this transformation the matrix $A$ becomes

$$A(\eta) = \begin{pmatrix} e^{-\alpha \cos \eta - i\alpha \sin \eta} & 0 \\ 0 & e^{\alpha \cos \eta + i\alpha \sin \eta} \end{pmatrix},$$

(64)

which is in general nonunitary for arbitrary values of the real parameter $\eta$. When $\eta = 0$ we recover the original matrix $A$, while for $\eta = \pi/2$ we obtain

$$A(\pi/2) = \begin{pmatrix} e^{-i\alpha} & 0 \\ 0 & e^{i\alpha} \end{pmatrix},$$

(65)

which is unitary. In Fig. 12 we show the effects of the transformation $\alpha \rightarrow \alpha e^{i\eta}$ on a eigenfrequency band structure: Fig. 12(b) is obtained from Fig. 12(a) by writing the absorber parameter as $t = \exp(-\alpha)$ and by making the substitution $\alpha \rightarrow -i\alpha$ in the boundary functions $\theta_i(R, G, \phi, t = e^{-\alpha})$ introduced in the preceding section. Looking at Eq. (10) it is clear that the trick $\alpha \rightarrow \alpha e^{i\eta}$ can be interpreted as a “Wick rotation” [29] if one thinks of the parameter $\alpha$ as proportional to a finite time interval.

The nonunitary nature of the $M$ matrix is also responsible for the lack of continuity in the band structure for values of $t$ less then 1, as shown in Figs. 11(e) and 11(f). The breaking of the band structures and the appearance of “islands” is due to the fact that when $t < 1$ one polarization mode (mode $\alpha$ in the preceding sections) is increasingly suppressed because of the losses introduced by the absorber. Since in Fig. 11 the assigned value of the gain $G$ corresponds to a near-threshold value $G_{th}$ only for $t = 1$, when $t < 1$ the increasing losses cause an increasing value of $G_{th}$ and some eigenmodes cannot start to oscillate. Particularly, for $t = 0$, one mode is completely suppressed and only two resonant peaks (instead of four) per free spectral range are left. By explicit calculation it is easy to see that when using optical devices represented by a unitary matrix this phenomenon does not appear; this mode suppression can be achieved only using nonunitary optical devices.

VI. CONCLUSIONS

In the first part of this paper we have introduced and analyzed a model for an optical parametric oscillator in a cavity with nonorthogonal polarization modes. Our model comprises (and reduces to those as particular subcases) two theoretical models both of which have been experimentally verified. For the type-II degenerate parametric amplifier we use the model of Gardiner and Savage [31] whose validity has recently been verified experimentally by Ou and Lu [23]. For the cavity with two nonorthogonal polarization modes, where large polarization $K$ factors have been demonstrated [9,12], we adopt the model of van der Lee et al. [9]. By using this model we have shown that there is no excess quantum noise enhancement in type-II SPDC. On the contrary, the use of a cavity with nonorthogonal (instead of orthogonal) eigenmodes leads to a reduction of the twin photon generation rate. Excess quantum noise must therefore be exclusively ascribed to amplification of spontaneously emitted photons; the spontaneous emission process itself is not affected. Excess quantum noise becomes effective only very close to threshold when one of the cavity eigenmodes is “selected” as the oscillating mode which dominates over the other modes [47].

In the second part of this paper we have studied the eigenfrequency spectrum of the same OPO, but now working near threshold. In order to find the correct definition of a spectral resonance within our fully quantum treatment, we have derived the spectral dependence of this resonance from the OPO parameters by writing explicitly the scattering matrix for the whole cavity. Since a type-II parametric crystal couples annihilation operators belonging to a certain polarization mode with creation operators belonging to the orthogonal polarization mode, we deal with a system which has four coupled degrees of freedom. Thus we have found that in the OPO spectrum four resonant peaks per free spectral range can exist. The “position” $\theta = \alpha L_0/c$ of these peaks depends on the transmission $t$ of the absorber and on the rotator angle $\phi$ which also fix the “degree of nonorthogonality” of the cavity. Because of the $\phi$ dependence, different band structures, whose shapes depend on $t$, appear in the OPO spectrum. Since we are considering a degenerate parametric amplifier with $\omega = \Omega/2$, in order to experimentally detect the spectral band structures we can either scan the cavity length $L$ or vary the pump frequency $\Omega$. These band structures closely resemble those found for a passive classical ring cavity [32].
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APPENDIX

In this appendix we derive explicitly Eq. (54) utilized in Sec. V A. Let us consider the arrangement shown in Fig. 9. Horizontal arrows represent field modes, that is modes of the electromagnetic both inside and outside the cavity. Vertical arrows represent noise modes, that is modes introduced to account for the loss channels. We denote the set of left-traveling field modes by $L$ and the set of right-traveling field modes by $R$ and assume $\dim(L) = \dim(R) = N$. The set of annihilation operators associated with the input (output) field modes is denoted by $a_{in}$ ($a_{out}$). The set of annihilation operators associated with the input (output) noise modes is denoted by $F(g)$. All operators belonging to the input (output) field modes commute with all operators (and their corresponding adjoints) belonging to the input (output) noise modes. Finally we denote with $a_L$ and $a_R$ the set of operators belonging to the field modes inside the cavity. They satisfy the quite general linear relation

$$(a_R)_\alpha = \sum_{\beta=1}^{N} [M_{\alpha\beta}(a_L)_\beta + L_{\alpha\beta}(a_L)_\beta] + F_a,$$

(A1)

where $\alpha = 1, \ldots, N$. The $2N^2$ complex numbers $M_{\alpha\beta}$ and $L_{\alpha\beta}$ are completely determined by the optical elements in-
side the cavity. Even if each of these elements is represented by a unitary operator, the requirement that the operators in the sets \(a_R\) and \(a_L\) obey the bosonic commutation relations does not need to be satisfied since these operators are associated with intracavity modes [48].

The mirror \(M\) generates a linear coupling between operators belonging to the sets \(a_L\), \(a_R\), \(a_{in}\), \(a_{out}\) which can be represented as

\[
(a_{out})_\alpha = \sum_{\beta=1}^{N} \left[ T_{\alpha\beta}(a_R)_\beta + R_{\alpha\beta}(a_{in})_\beta \right],
\]

\[
(a_L)_\alpha = \sum_{\beta=1}^{N} \left[ T_{\alpha\beta}(a_{in})_\beta + R_{\alpha\beta}(a_R)_\beta \right],
\]

(\(\alpha = 1, \ldots, N\)). It is easy to solve Eqs. (A1) and (A2) together in order to express the operators \(a_{out}\) as linear combinations of the operators \(a_{in}\) and \(\mathcal{F}\) (and their respective adjoints), as we have already done in Sec. I. However, in order to illustrate the nature of the solution that we have found and to show how the resonance condition can be imposed in a quantum theory, we solve again Eqs. (A1) and (A2) introducing a matrix notation. Let \(\mathcal{M}\) stand for \(M_{\alpha\beta}\), \(\mathcal{L}\) for \(L_{\alpha\beta}\), \(\mathcal{T}\) for \(T_{\alpha\beta}\) and \(\mathcal{R}\) for \(R_{\alpha\beta}\). All these are \(N\times N\) matrices. With \(a_L, a_{in}\), etc., now we indicate the \(N\)-component vectors \(a_L = [(a_L)_1 (a_L)_2 \cdots (a_L)_N]^T\), \(a_{in} = [(a_{in})_1 (a_{in})_2 \cdots (a_{in})_N]^T\), etc., respectively and similarly for the corresponding adjoint operators. Using this notation we rewrite Eqs. (A1) as

\[
\begin{pmatrix} a_R \\ a_R^\dagger \end{pmatrix} = \begin{pmatrix} \mathcal{M} & \mathcal{L} \\ \mathcal{L}^T & \mathcal{M}^T \end{pmatrix} \begin{pmatrix} a_L \\ a_L^\dagger \end{pmatrix} + \begin{pmatrix} \mathcal{F} \\ \mathcal{F}^\dagger \end{pmatrix},
\]

(A3)

and Eqs. (A2) as

\[
\begin{pmatrix} a_{out} \\ a_{out}^\dagger \end{pmatrix} = \begin{pmatrix} T & 0 \\ 0 & T^\dagger \end{pmatrix} \begin{pmatrix} a_R \\ a_R^\dagger \end{pmatrix} + \begin{pmatrix} R & 0 \\ 0 & R^\dagger \end{pmatrix} \begin{pmatrix} a_{in} \\ a_{in}^\dagger \end{pmatrix},
\]

(A4a)

\[
\begin{pmatrix} a_L \\ a_L^\dagger \end{pmatrix} = \begin{pmatrix} T & 0 \\ 0 & T^\dagger \end{pmatrix} \begin{pmatrix} a_{in} \\ a_{in}^\dagger \end{pmatrix} + \begin{pmatrix} R & 0 \\ 0 & R^\dagger \end{pmatrix} \begin{pmatrix} a_R \\ a_R^\dagger \end{pmatrix}.
\]

(A4b)

This is only an intermediate step. We go ahead further introducing the \(2N\)-component vectors \(a_R = (a_R a_R^\dagger)^T\), \(\mathcal{F} = (\mathcal{F} \mathcal{F}^\dagger)^T\), etc., and the \(2N\times 2N\) matrices

\[
\mathcal{M} = \begin{pmatrix} \mathcal{M} \\ \mathcal{L}^T & \mathcal{M}^T \end{pmatrix},
\]

(A5)

\[
\mathcal{T} = \begin{pmatrix} T & 0 \\ 0 & T^\dagger \end{pmatrix}, \quad \mathcal{R} = \begin{pmatrix} R & 0 \\ 0 & R^\dagger \end{pmatrix}.
\]

(A6)

Now we are ready to rewrite Eqs. (A3) and (A4) as

\[
a_R = \mathcal{M} a_L + \mathcal{F},
\]

(A7a)

\[
a_{out} = \mathcal{T} a_R + \mathcal{R} a_{in},
\]

(A7b)

\[
a_R = \mathcal{T} a_{in} + \mathcal{R} a_R.
\]

(A7c)

Inserting Eq. (A7a) in Eq. (A7c), solving for \(a_R\) and using this result in Eqs. (A7a) and (A7b) we finally find, for the operators belonging to the output field modes,

\[
a_{out} = (\mathcal{R} + \mathcal{T} \mathcal{G}) a_{in} + \mathcal{T} (1 + \mathcal{G} \mathcal{R}) \mathcal{F}
\]

(A8a)

\[
= \mathcal{G} a_{in} + \mathcal{F},
\]

(A8b)

where \(\mathcal{G} = \mathcal{M} (1 - \mathcal{R} \mathcal{M})^{-1}\).