We present a numerical calculation of the weak localization peak in the magnetoconductance for a stroboscopic model of a chaotic quantum dot. The magnitude of the peak is close to the universal prediction of random-matrix theory. The width depends on the classical dynamics, but this dependence can be accounted for by a single parameter: the level curvature around zero magnetic field of the closed system.

I. INTRODUCTION

Random-matrix theory (RMT) makes system-independent (“universal”) predictions about quantum-mechanical systems with a chaotic classical dynamics. The presence or absence of time-reversal symmetry (TRS) identifies two universality classes. RMT is also capable of describing the crossover between the universality classes, e.g., when TRS is broken by the application of a magnetic field. The crossover is described by the mean absolute curvature of the energy levels. With increasing magnetic field, the curvature becomes negligible compared to the mean level spacing. This prediction has been tested in a variety of computer simulations.

In open systems, a similar prediction of universality for transport properties exists, but now the characteristic field also depends on the conductance of the system contacts that couple the chaotic quantum dot to electron reservoirs. A universal magnetic field dependence is predicted if the conductance is large compared to the characteristic energy.

We present a computer simulation of the open quantum kicked rotator, which is a stroboscopic model of a quantum dot coupled to electron reservoirs by ballistic point contacts. The ensemble averaged conductance increases upon breaking of TRS, as a manifestation of weak localization. The height, width, and line shape of the weak localization peak are compared with the predictions of RMT.

The simulation is straightforward, but the formulation of the model is not. There exist several ways to break TRS in the closed kicked rotator and related models. When opening up the system, one needs to ensure that the scattering matrix satisfies the reciprocity relation

$$S(-B) = S^T(B),$$

which holds under the assumption that the electrostatic potential is independent. The superscript $T$ indicates the transpose of the scattering matrix $S$. We also require that TRS is broken already at the level of the classical dynamics (as it is in a quantum dot in a uniform magnetic field). Finally, we need to relate the TRS-breaking parameter in the stroboscopic formulation to the flux enclosed by the quantum dot. All these issues are addressed in Secs. II and III before we proceed to the actual simulation in Sec. IV.

II. TIME-REVERSAL-SYMMETRY BREAKING IN THE OPEN KICKED ROTATOR

A. Formulation of the model

The kicked rotator is a particle moving along a circle, kicked periodically at time intervals $\tau_0$. The stroboscopic time evolution of a wave function is given by the Floquet operator $F$. In addition to the stroboscopic time $\tau_0$ and the moment of inertia $I$, which we set to unity, $F$ depends on the kicking strength $K$ and the TRS-breaking parameter $\gamma$.

We require

$$F(-\gamma) = F^T(\gamma),$$

which guarantees the reciprocity relation (1.2) for the scattering matrix when we open up the model.

We will consider two different representations of $F$, both of which can be written as an $M \times M$ unitary matrix. The classical limit corresponds to a map defined on a toroidal phase space. The difference between the two representations is whether TRS breaking persists in the classical limit or not. The simplest representation of $F$ has one kick per period. It breaks TRS quantum mechanically, but not classically. This would correspond to a quantum dot that encloses a flux tube, but in which the magnetic field vanishes. A more realistic model is the two-kick model, which is both quantum and classical. We have found that we then need a minimum of three kicks per period.

B. Three-kick representation

We will mainly consider the three-kick model, so we describe it first. In this model TRS is broken both quantum mechanically and classically. Stroboscopic models with multiple kicks per period of different magnitude were studied previously in the context of quantum ratchets. Inspired by that work, we study the time-dependent Hamiltonian...
with $\varepsilon$ an infinitesimal. The angular momentum operator $p = -i\hbar e \partial_\theta$ is canonically conjugate to the angle $\theta \in [0,2\pi)$. The effective Planck constant is $\hbar_{\text{eff}} = \hbar_0/1$. The potential

$$V(\theta) = K \cos(\pi q/2) \cos(\theta) + \frac{1}{2} K \sin(\pi q/2) \sin(2\theta)$$

with $q \neq 0$ breaks the parity symmetry of the model. The form of the potential is such that in the large $K$ limit the diffusion constant does not depend on $q$. For $\gamma=0$ there are two kicks per period in Eq. (2.2), but since they are displaced by an infinitesimal amount we still call this a "single-kick" model. For $\gamma\neq0$ two more kicks appear with opposite sign at finite displacement. We will see that this choice guarantees the reciprocity criterion (2.1) for the Floquet operator.

The reduction of the Floquet operator

$$\mathcal{F} = T \exp \left[ - \frac{i}{\hbar_{\text{eff}}} \int_0^1 H(t) dt \right]$$

(with $T$ the time ordering operator) to a discrete, finite form is obtained only for special values of $\hbar_{\text{eff}}$, known as resonances. We have to reconsider the usual condition for resonances in the presence of additional, TRS-breaking kicks. Here our analysis departs from the quantum ratchet analogy. The initial wave function $\psi(\theta)$ evolves in one period to a final wave function $\tilde{\psi}(\theta)$, given by

$$\tilde{\psi}(\theta) = \exp[-iV(\theta)/2\hbar_{\text{eff}}] \exp[i\hbar_{\text{eff}} \theta^2/6] \times \exp[-i\gamma \cos(\theta)/\hbar_{\text{eff}}] \exp[i\hbar_{\text{eff}} \theta^2/6] \times \exp[i\gamma \cos(\theta)/\hbar_{\text{eff}}] \exp[i\hbar_{\text{eff}} \theta^2/6] \times \exp[-iV(\theta)/2\hbar_{\text{eff}}] \phi(\theta).$$

One recognizes three factors describing free propagation for 1/3 of a period, each followed by a kick. The resonance condition for free propagation is $\hbar_{\text{eff}} = 2\pi r/M$, with $r$ an odd integer and $M$ an even integer. The free propagation

$$\psi(\theta) = \exp[i\hbar_{\text{eff}} \theta^2/6] \phi(\theta)$$

is then given by

$$\psi_n(\theta + 2\pi n/3M) = \frac{1}{3M} \sum_{m,n'=0}^{3M-1} \exp \left( -i \frac{2\pi}{3M} m^2 \right) \times \exp \left( -i \frac{2\pi}{3M} (n' - n) \right) \phi \left( \theta + 2\pi n'/3M \right).$$

(2.7)

Resonance means that the initial and final wave functions can be treated as discrete vectors on a $3M$-point lattice, labeled by the indices $n,n'$. The angle $\theta$ is an arbitrary offset parameter. Different values of $\theta$ are not coupled by the free propagation. Putting together three iterations of Eq. (2.7) we get three independent components of $\psi(\theta+2\pi n/3M)$ for $n=0,1,2$ (mod 3), each on an $M$-point lattice.

We find that the resonance property is preserved in the presence of intervening TRS-breaking kicks, provided that $r=3$ and $M$ even, but not a multiple of 3. The free propagation (2.7) then is conveniently expressed in matrix notation. The matrix acts on an $M$-component wave vector $\psi_m = \psi(\theta + 2\pi m/3M)$ for $m=0,\ldots,M-1$. We choose the arbitrary phase $\theta=0$, so that

$$\psi_m = \sum_{m'=0}^{M-1} \left( U^\dagger \Sigma U \right)_{mn'} \psi_{n'}. \quad (2.8)$$

The matrices are defined by

$$U_{nm} = M^{-1/2} e^{-2i\pi m/m'}. \quad (2.9)$$

The matrix product $U^\dagger \Sigma U$ can be evaluated in closed form, with the result

$$\Pi_{nm} = (U^\dagger \Sigma U)_{nm'} = M^{-1/2} e^{-i\pi/4} \exp[i(\pi/M)(m' - m)^2]. \quad (2.10)$$

Collecting results, we find that for $\hbar_{\text{eff}} = 6\pi m/M$ the Floquet operator (2.5) is represented by an $M \times M$ unitary matrix, of the form

$$\mathcal{F}_{mn} = (X n' \Pi X)_{nm'}, \quad (2.12a)$$

$$Y_{mn} = \delta_{mn} e^{\beta (m + 2 n/M)}, \quad (2.12b)$$

$$X_{mn'} = \delta_{mn'} e^{-\beta (m + 2 n/M)}. \quad (2.12c)$$

One readily verifies the reciprocity relation (2.1). The classical map corresponding to this quantum mechanical model is derived in Appendix A. We show there that TRS breaking of the classical map is broken for $\gamma\neq0$ in the three-kick model.

C. One-kick representation

TRS breaking in the one-kick model is constructed as a formal analogy to the magnetic vector potential, by adding an offset $\delta$ to the momentum of the kicked rotator. To obey reciprocity

$$\mathcal{F}(-\delta) = \mathcal{F}^T(\delta) \quad (2.13)$$

for odd $M$ it is enough to symmetrize the expression of Ref. 16 by infinitesimally splitting the kick (as it was done in Ref. 15 for $\delta=0$). For even $M$, which is more convenient for application of the fast Fourier transform, one also needs to redefine the lattice points in order to preserve reciprocity.27
The model takes the form
\[ \mathcal{F}_{nm} = (\tilde{X} \tilde{U}^T \Pi \tilde{U} \tilde{X})_{nm}, \quad (2.14a) \]
\[ \tilde{U}_{nm} = M^{-1/2} e^{2\pi i n (m-M-1)/2M}, \quad (2.14b) \]
\[ \tilde{X}_{nm} = \delta_{nm} e^{-i(2\pi/4)\cos(2\pi nM + \phi)}, \quad (2.14c) \]
\[ \tilde{\Pi}_{nm} = \delta_{nm} e^{-i\pi(n-(M-1)/2-MM^2).} \quad (2.14d) \]

In addition to the TRS-breaking phase \( \delta \) there is a phase \( \phi \) to break the parity symmetry. The reciprocity property (2.13) can easily be checked.

The classical map corresponding to this model is also discussed in Appendix A. It does not break TRS.

**D. Scattering matrix**

To model a pair of \( N \)-mode ballistic point contacts that couple the quantum dot to electron reservoirs, we impose open boundary conditions in a subspace of Hilbert space represented by the indices \( m_{(0)} \). The subscript \( n = 1, 2, \ldots, N \) labels the modes and the superscript \( a = 1, 2 \) labels the leads. A \( 2M \times M \) projection matrix \( P \) describes the coupling to the ballistic leads. Its elements are
\[ P_{nm} = \begin{cases} 1 & \text{if } m = n \in \{m_{(0)}\}, \\ 0 & \text{otherwise}. \end{cases} \quad (2.15) \]

The mean dwell time is \( \tau_p = M/2N \) (in units of \( \tau \)). The matrices \( P \) and \( \mathcal{F} \) together determine the scattering matrix
\[ S(\varepsilon) = P \left( e^{-i\varepsilon} - \mathcal{F}(1 - P^T P)^{-1} \mathcal{F} P^T \right), \quad (2.16) \]
where \( \varepsilon \) is the quasienergy. The reciprocity condition (2.1) of \( \mathcal{F} \) implies that also \( S \) satisfies the reciprocity condition (1.2).

By grouping together the \( N \) indices belonging to the same point contact, the \( 2N \times 2N \) matrix \( S \) can be decomposed into 4 sub-blocks containing the \( N \times N \) transmission and reflection matrices
\[ S = \begin{pmatrix} r & t \\ r' & t' \end{pmatrix}. \quad (2.17) \]

The conductance \( G \) (in units of \( e^2/h \), disregarding spin degeneracy) follows from the Landauer formula
\[ G = \text{Tr} \, tr^T. \quad (2.18) \]

**III. RELATION WITH RANDOM-MATRIX THEORY**

In RMT time-reversal symmetry is broken by means of the Pandey-Mehta Hamiltonian
\[ H = H_0 + i \alpha A, \quad (3.1) \]
which consists of the sum of a real symmetric matrix \( H_0 \) and a real antisymmetric matrix \( A \) with imaginary weight \( i \alpha \). We denote by \( M_H \) the dimensionality of the Hamiltonian matrix.

The two matrices \( H_0 \) and \( A \) are independently distributed with the same Gaussian distribution. The variance \( \nu^2 = \langle (H_0)_{ij}^2 \rangle = \langle A_{ij}^2 \rangle \) (i \( \neq \) j) determines the mean level spacing \( \Delta = \pi \nu^2 \sqrt{M_H} \) at the center of the spectrum for \( M_H \gg 1 \) and \( \alpha \ll 1 \).

To lowest order in perturbation theory the energy levels \( E(\alpha) \) depend on the TRS-breaking parameter \( \alpha \) according to
\[ \delta E_{c} = \alpha \sum_{\mu=1}^{M} \frac{A_{\mu}^{2}}{E_{\mu} - E_{j}}, \quad (3.2) \]
with \( \delta E_{c} = E(\alpha) - E(0) \) and \( E(0) = E(0) \). The characteristic value \( \alpha_c \) is determined by the mean absolute curvature
\[ \alpha_c = \left( \frac{1}{\Delta} \left\langle \left( \frac{d^2 E}{d \alpha^2} \right)_{\alpha=0} \right\rangle \right)^{-1/2}. \quad (3.3) \]

From Eq. (3.2) we deduce that \( \alpha_c = \Delta \nu^2 = 1/\sqrt{M_H} \), up to a numerical coefficient of order unity. A numerical calculation gives
\[ \alpha_c \sqrt{M_H} = \kappa_{RMT} = 1.27. \quad (3.4) \]

A real magnetic field \( B \) is related to the parameter \( \alpha \) of RMT by
\[ B/B_c = \alpha/\alpha_c, \quad (3.5) \]
where \( B_c \) is determined by the level curvature according to Eq. (1.1). For a ballistic two-dimensional billiard (area \( A \), Fermi velocity \( v_F \)) with a chaotic classical dynamics, one has
\[ B_c = \frac{\hbar}{eA} \left( \Delta \sqrt{\frac{A}{h} v_{F}^{2}} \right)^{1/2}, \quad (3.6) \]

with \( c \) a numerical coefficient that depends only on the shape of the billiard. The field \( B_c \) corresponds to a flux through the quantum dot of order \( \hbar/e \), with the ergodic time \( \tau_{ER} \) being the time it takes an electron to explore the available phase space in the quantum dot.

The analog of Eqs. (1.1) and (3.5) for the quantum kicked rotator considered here is
\[ \gamma' \gamma_c = \alpha/\alpha_c, \quad \gamma_c = \left( \frac{M}{2\pi} \left\langle \left( \frac{d^2 \phi}{d \gamma^2} \right)_{\gamma=0} \right\rangle \right)^{-1/2}. \quad (3.7) \]

Here \( \gamma \) is the TRS-breaking parameter in the three-kick model. The same relation applies to the one-kick model, with \( \gamma, \gamma_c \) replaced by \( \delta, \delta_c \).

To complete the correspondence between the kicked rotor, RMT, and the real quantum dot, we need to determine the two characteristic values \( \gamma_c \) and \( \delta_c \). In Appendix B we present an analytical calculation deep in the chaotic regime \( \left( K \rightarrow \infty \right) \), according to which
\[ \lim_{K \rightarrow \infty} \gamma_c = 12 \pi M^{-3/2} \kappa_{RMT} = 47.9 M^{3/2}, \quad (3.8) \]
\[ \lim_{K \rightarrow \infty} \delta_c = 4 \sqrt{3} M^{-3/2} \kappa_{RMT} = 8.80 M^{3/2}. \quad (3.9) \]

In Figs. 1 and 2 we show a numerical calculation for finite \( K \), which confirms these analytical large-\( K \) limits.
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In the open system the characteristic field scale for TRS breaking is increased by a factor $\sqrt{g}$, with $g$ the conductance of the point contacts. We consider ballistic $N$-mode point contacts, so that $q=gN$, measured in units of $e^2/h$. The conductance $G(B)$ of the quantum dot is also measured in units of $e^2/h$. According to RMT, the weak localization magnetoconductance is given by:

$$ G(B) = \frac{\gamma}{2} \left[ 1 + \left( \frac{2\gamma}{\gamma_c} \right)^2 \right]^{-1} $$  

(3.10)

For the quantum kicked rotor we would therefore expect a weak localization peak in the conductance given by:

$$ G(\gamma) = G_\infty - \frac{1}{4} \left[ 1 + \left( \frac{2\gamma}{\gamma_c} \right)^2 \right]^{-1}, $$  

(3.11)

in the three-kick model. We define the weak localization correction $\delta G(\gamma) = G(\gamma) - G_\infty$, with $G_\infty$ the conductance at fully broken TRS. The expression in the one-kick model is similar, with $\gamma$ replaced by $\delta$.

In the large-$K$ limit we can use the analytical expressions (3.8) and (3.9) for $\gamma_c$ and $\delta_c$ to obtain:

$$ \lim_{K \to \infty} \delta G(\gamma) = -\frac{1}{4} \left[ 1 + \left( \frac{M^3q^2N^{-1/2}\gamma/2\pi}{} \right)^2 \right]^{-1}, $$  

(3.12)

In Appendix C we show how these two results are consistent with a semiclassical calculation.

IV. NUMERICAL RESULTS

The numerical technique we use to calculate the conductance was described in Refs. 15 and 29. The calculation of the scattering matrix (2.16) is performed efficiently by use of an iterative procedure and the fast-Fourier-transform algorithm. We need to average over many system realizations (varying lead positions and quasienergies) to suppress statistical fluctuations. In addition, we need several points to plot the $\gamma$ dependence. This makes the calculation for large $M$ more time consuming than earlier studies of universal conductance fluctuations in the same model at zero magnetic field.

First we present in Figs. 3 and 4 results for the weak localization correction $\delta G$ in the three-kick model as a function of the TRS-breaking parameter $\gamma$. The data are obtained by averaging over 40 lead positions and 80 quasienergies. The parameter $\gamma_c$ was calculated for the closed model using Eq. (3.7), and the resulting RMT prediction (3.11) is also shown (dotted curve). To compare the simulation with RMT in more detail we have fitted a Lorentzian.

FIG. 3 Dependence of the average conductance on the TRS-breaking parameter $\gamma$. The three-kick model is characterized by $K=7.5$, $q=0.2$, and $D=D_0=25$. The dotted line shows the RMT prediction (3.11), with $\gamma_c$ calculated from the mean level curvatures (Fig. 1).

$$ \lim_{K \to \infty} \delta G(\gamma) = -\frac{1}{4} \left[ 1 + \left( \frac{M^3q^2N^{-1/2}\gamma/2\pi}{} \right)^2 \right]^{-1} $$  

(3.13)

FIG. 4 Same as Fig. 3, but for $K=41$.
FIG. 5. Dependence of the crossover parameter $\gamma^*$ on the system size. The data are obtained by fitting the Lorentzian (4.1) to the numerical data of Figs. 3 and 4. The solid line shows the large $K$ limit (3.8). The dotted lines are the RMT prediction for $K=7.5$ and $K=41$, using $\gamma_c$ found from the level curvatures in the closed model (Fig. 1).

$$\delta G = -\frac{1}{2\pi} \left[ 1 + (M \gamma / \gamma^*)^2 \right]^{-1}$$

(4.1)

to each data set. This is the RMT result (3.11) if $\gamma^* = \gamma_{RMT} = \gamma_c M^{3/2} / (2\sqrt{2} \tau_D \rho_{RMT})$. The large $K$ limit is

$$\lim_{K \to \infty} \gamma_{RMT}^* = 6 \pi / \sqrt{2} \tau_D.$$  

(4.2)

In Fig. 5 we plot the fitted crossover parameter $\gamma^*$ as a function of $M$ for fixed dwell time $T_D$. The plot confirms the scaling with $\tau_D^{1/2} \propto \delta^1_{RMT}$, and also shows good agreement with the values of $\gamma_{RMT}$ calculated from the mean level curvature (dotted lines).

We also performed numerical calculations for the one-kick model. The crossover scale $\delta^*$ extracted from a Lorentzian fit to the weak-localization peak was compared with the value $\delta^*_{RMT} = \delta M^{3/2} / (2\sqrt{2} \tau_D \rho_{RMT})$ predicted by the mean level curvature. The large $K$ limit of this value is

$$\lim_{K \to \infty} \delta^*_{RMT} = \sqrt{6} / \sqrt{T_D}.$$  

(4.3)

We show in Fig. 6 the ratio $\delta^*/\delta^*_{RMT}$ for the one-kick model, as well as the ratio $\gamma^*/\gamma^*_{RMT}$ for the three-kick model. The ratio is close to unity for both models if the dwell time is sufficiently large. At the smallest $T_D$ there is some deviation from unity in the one-kick model.

The magnitude of the weak localization peak in Figs. 3 and 4 shows a small (about 10%) discrepancy with the RMT prediction. We attribute this to nonergodic, short-time trajectories. We show in Fig. 7 the dependence of the magnitude of the weak localization peak $\delta G(0)$ on the dwell time. The results suggest that $\delta G(0) + \frac{1}{2} \approx 1/\tau_D$, a deviation from RMT to be expected from the Thouless energy scale (which is $\approx 1/\tau_D$). The deviation from unity in Fig. 6 has presumably the same origin.

We could determine the $M$ dependence of $\gamma^*$ and $\delta G(0)$ up to $M=10^4$ (for $K=7.5$ and $\tau_D=5$). The motivation for extending the calculation to large system sizes is to search for effects of the Ehrenfest time.\textsuperscript{32,33} Although the Ehrenfest time $\tau_E=3.8$ (estimating as in Ref. 15) was comparable to $\tau_D=5$, we did not find any systematic $M$-dependence in $\gamma^*$ or $\delta G(0)$, cf. Figs. 5 and 8.

V. CONCLUSIONS

In conclusion, we have studied time-reversal symmetry breaking in quantum chaos through its effect on weak localization. We have found an overall good agreement between the universal predictions of random-matrix theory and the
results for a specific quantum-mechanical model of a chaotic quantum dot. In particular, the scaling $\alpha e^{-t\tau_0}$ of the crossover magnetic field with the point contact conductance $g$ is confirmed over a broad parameter range.

Deviations from RMT that we have observed scale inversely proportionally with the mean dwell time $\tau_D$, consistent with an explanation in terms of non-ergodic short-time trajectories. These deviations therefore have a classical origin.

More interesting deviations of a quantum mechanical origin have been predicted in relation with the finite Ehrenfest time $\tau_E$. This is the time scale on which a wave packet of minimal initial dimension spreads to cover the entire available phase space. The theoretical prediction is that the weak localization peak $\delta G(0) \propto e^{-T/T_D}$ should decay exponentially once $\tau_E \approx \tau_D$, but shows no sign of this predicted decay. This is consistent with the explanation advanced by Jacquod and Sukhorukov for the insensitivity of universal conductance fluctuations to the finite Ehrenfest time, based on the effective RMT of Ref. 31. As pointed out in Ref. 29, the same effective RMT also implies that weak localization should not depend on the relative magnitude of $\tau_E$ and $\tau_D$.

Because our simulation could not be extended to the regime $\tau_E > \tau_D$, this final conclusion remains tentative. It might be that the exponential suppression of $\delta G(0)$ does exist, but that our system was simply too small to see it.
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APPENDIX A: CLASSICAL MAP

Here we derive the classical map that is associated with the quantum mechanical Floquet operator of the kicked rotor with broken TRS. We consider the three-kick and one-kick representations separately.

1. Three-kick representation

We seek the classical limit of the Floquet operator (2.12). We consider the classical motion from $\theta_0$ at $t=0$ to $\theta_T$ at $t=T$ (in units of $\tau_0$). Intermediate values of the coordinate are denoted by $\theta_i, t=0,1,\ldots,T$. The classical action $S$ is the sum

$$ S = \sum_{i=0}^{T-1} S(\theta_{i+1}, \theta_i). \quad (A1) $$

Following the general method of Ref. 7 we derive

$$ S(\theta', \theta) = S_2(\theta', \theta_2) + S_3(\theta_2, \theta_3) + S_4(\theta_1, \theta), \quad (A2) $$

$$ S_2(\theta_1, \theta) = \frac{1}{2}(\theta_1 - \theta + 2 \pi \sigma_\theta)^2 - 6 \pi \sigma_p \theta_1 + \gamma \cos(\theta_1) $$

$$ - \frac{1}{3} V(\theta), \quad (A3) $$

The map equations are derived from

$$ p_1 = \frac{\partial}{\partial \theta_1} S_2(\theta_1, \theta), \quad p_2 = -\frac{\partial}{\partial \theta} S_2(\theta_1, \theta), \quad (A6) $$

$$ p_2 = -\frac{\partial}{\partial \theta} S_3(\theta_2, \theta_3), \quad p_3 = -\frac{\partial}{\partial \theta} S_4(\theta_1, \theta). \quad (A7) $$

Equations (A6)-(A8) are equivalent to the following set of six equations that map initial coordinates $(\theta, p)$ onto final coordinates $(\theta', p')$ after one period:

$$ \begin{cases} 
\theta_1 = \theta + p/3 - V'(\theta)/6 - 2 \pi \sigma_\theta, \\
p_1 = p - \gamma \sin \theta - V'(\theta)/2 - 6 \pi \sigma_p, \\
\theta_2 = \theta_1 + p_1/3 - 2 \pi \sigma_\theta, \\
p_2 = -6 \pi \sigma_p, \\
\theta' = \theta_2 + p_2/3 + \gamma \sin \theta_2/3 - 2 \pi \sigma_\theta, \\
p' = p_2 + \gamma \sin \theta_2/2 - V'(\theta)/2 - 6 \pi \sigma_p. 
\end{cases} \quad (A9) $$

We denote $V' = dV/d\theta$. Winding numbers of a trajectory on the torus in phase space $(\theta, p)$ are denoted by $\sigma_\theta, \sigma_p$. These integers are determined by the requirement that $\theta, \theta_1, \theta_2, \theta' e [0,2\pi)$ and $p, p_1, p_2, p' e [0,6\pi]$. TRS for a classical map means that the point $(\theta', p')$ maps to $(\theta, p)$. This property is satisfied for $\gamma = 0$, but not for $\gamma \neq 0$. TRS is broken at the classical level in the three-kick model.

2. One-kick representation

We now seek the classical limit of the Floquet operator (2.14). The classical action $S$ after one kick is

$$ S(\theta', \theta) = \frac{1}{2}(\theta' - \theta + 2 \pi \sigma_\theta)^2 - 2 \pi \sigma_p \theta' + \delta(\theta' - \theta) + 2 \pi \sigma_\delta \equiv -\frac{1}{2} K[\cos(\theta + \phi) + \cos(\theta' + \phi)]. \quad (A12) $$

The map equations are derived from

$$ p' = \frac{\partial}{\partial \theta'} S(\theta', \theta), \quad p = -\frac{\partial}{\partial \theta} S(\theta', \theta). \quad (A13) $$

The mapping of initial coordinates $(\theta, p)$ onto final ones $(\theta', p')$ after one kick is then
The variance of the off-diagonal elements is $\text{var}(W, V) = \text{Tr} W M = 0$ and $\text{var}(V, W) = \text{Tr} M = 0$. Average diagonal elements calculated in the three-kick model are $\langle V, W \rangle = \frac{1}{2} [\sin(\theta + \phi) + \sin(\theta' + \phi)] - 2\pi \sigma_\theta p$.

The constant $2\pi \sigma_\delta$ in the action (A12), which has no dynamical effect in the classical limit, is determined by the integer $\sigma$. This is the winding number after the first half of the kick of the intermediate momentum $p_1 = \theta' - \theta + \delta + \pi + 2\pi \sigma_\delta [0, 2\pi]$.

The canonical transformation $p = \delta \rightarrow \bar{p}, \theta + \phi \rightarrow \bar{\theta}$ brings the map to an equivalent form

$$\begin{align*}
\bar{\theta} &= \bar{\theta} + \bar{p} + \frac{1}{2} K \sin \bar{\theta} - 2\pi \sigma_\theta, \\
\bar{\theta}' &= \bar{p} + \frac{1}{2} K (\sin \bar{\theta} + \sin \bar{\theta}') - 2\pi \sigma_\theta.
\end{align*}$$

This form is manifestly invariant under the transformation that maps $(\bar{\theta}, -\bar{p})$ onto $(\bar{\theta}, -\bar{p})$ for any value of $\phi$ and $\delta$. Hence TRS is not broken at the classical level in the one-kick model.

### APPENDIX B: DERIVATION OF EQUATIONS (3.8) AND (3.9)

In the large-$K$ limit the level curvature in the kicked rotator can be related to the level curvature in the Pandey-Mehta Hamiltonian. This leads to the relations (3.8) and (3.9) between the TRS breaking parameters $\gamma$ (three-kick model) and $\delta$ (one-kick model), on the one hand, and the Pandey-Mehta parameter $\alpha$, on the other hand.

Perturbation theory for eigenphases $\phi_i(\delta)$ of a unitary matrix $F(\delta) \gamma$ gives the series expansion

$$\phi_i(\delta \gamma) = \phi_i + W_i \delta \gamma + \frac{1}{2} \sum_j W_{ij}^2 (\delta \gamma)^2 \cot(\phi_i - \phi_j)/2 + \frac{1}{2} V_i (\delta \gamma)^2.$$ (B1)

Here $\phi_i$ denotes an eigenphase of $F(0) = U(i \delta \gamma) U^\dagger$. The Hermitian matrices $W$ and $V$ are defined by $W = U(i F \delta \gamma) U^\dagger V, V = \partial W |_{\gamma=0}$ due to reciprocity of $F$ we find $W_i = 0$ for the three-kick model (2.12) the operators $W, V$ are

$$\begin{align*}
W &= \frac{M}{6\pi} U X^{i} \Pi^i Y^{i} \Pi^i (-C Y^i C Y^i) Y^{i} X^{i} U^\dagger, \\
V &= \frac{M}{6\pi} \left( \frac{M}{2} \right)^2 U X^{i} \Pi^i Y^{i} (C Y^{i} C Y^{i} - \Pi^i C Y^{i}) Y^{i} X^{i} U^\dagger,
\end{align*}$$

where $C_{nm} = \delta_{nm} \cos(2\pi m M)$. We assume that for strongly chaotic systems ($K > 0$) the matrix elements $W_{ij}$ and $V_{ij}$ are random Gaussian numbers independent of the eigenphases. Average diagonal elements calculated in the three-kick model at $\gamma = 0$ are $\langle V_ij \rangle = \text{Tr} V_i M = 0$ and $\langle W_ij \rangle = \text{Tr} W_i M = 0$. The variance of the off-diagonal elements is $\langle |W_{ij}|^2 \rangle = \text{Tr} W_i W_j M^2 = M^2(6\pi)^2$.

For the one-kick model (2.14) the operators $W, V$ are

$$W = UX^i \Pi^i Y^{i} \Pi^i (-C Y^i C Y^i) Y^{i} X^{i} U^\dagger, \quad V = -\frac{1}{2\pi} M, \quad (B4)$$

with $D_{nm} = \delta_{nm} \{m + 1/2 - M/2 - \delta M/2\pi\}$. Average diagonal elements at $\delta = 0$ are $\langle V_ij \rangle = \text{Tr} V_i M = -M/2\pi$ and $\langle W_ij \rangle = \text{Tr} W_i M = 0$. The variance of the off-diagonal elements is $\langle |W_{ij}|^2 \rangle = \text{Tr} W_i W_j M^2 = M^2/12$.

For $K \gg 1$ the eigenphases $\phi_i$ are distributed randomly in the circular ensemble, which is locally equivalent to the Gaussian ensemble. We expand Eq. (B1) for small eigenphases difference, compare with Eq. (3.2), and substitute the variances of matrix elements calculated above. For the one-kick model we drop terms with $V_i$ as they are of order $1/M$. We finally arrive at Eqs. (3.8) and (3.9).

The explicit formula for the Pandey-Mehta parameter $\alpha$ describing the kicked rotator at large $K$ is

$$\alpha \sqrt{M} = \frac{\gamma M^{3/2}}{12\pi}.$$ (B5)

for the three-kick model. The corresponding formula for the one-kick model is

$$\alpha \sqrt{M} = \frac{\delta M^{3/2}}{4\sqrt{3}}.$$ (B6)

### APPENDIX C: SEMICLASSICAL DERIVATION OF THE WEAK LOCALIZATION PEAK

We present a semiclassical derivation of the weak localization peak, adopting the method of Ref. 8 to the case of the kicked rotator. The method cannot be used to determine the amplitude $\delta G(0)$, but we use it for the crossover scale. This serves as an independent check for the scaling predicted by RMT.

The action difference in the three-kick model for a pair of trajectories related by TRS is calculated as follows. The action $S_0$ for a trajectory with initial coordinate $\theta_0$ and final coordinate $\theta_f$ at $\gamma = 0$ is compared with the action $S$ for a trajectory with the same initial and final coordinates, but at small $\gamma$. The result of linear expansion in $\gamma$ is

$$\Delta S = S - S_0 = \gamma \sum_{l} [\cos \theta_l(t) - \cos \theta_l(t)], \quad (C1)$$

where periods are numbered by $r=0, 1, \ldots, T-1$ and $\theta_l(t)$ denote the coordinate of the particle when TRS-breaking kicks are applied.

The weak localization correction is

$$\delta G \propto \exp(2\pi i \Delta S/h_{\text{eff}}), \quad (C2)$$

where the average is taken with respect to all trajectories connecting initial to final coordinates. Approximating the distribution of the phase difference $\Delta S$ for a single step by a Gaussian, and taking the continuum limit of exponential dwell-time probability $P(t) \propto e^{-it/\hbar}$, we derive
\[ \delta G \approx \left[ 1 + \left( M \gamma \delta^2 \right)^2 \right]^{-1}, \quad \left( \gamma^* \right)^2 = 2 \frac{\hbar_{\text{eff}}^2}{\tau_D \nu}, \quad (C3) \]

with \( \nu \) being the variance of \( \Delta S / \gamma \) for a single step. The result \( \nu = 1 \) for large \( K \) (and large \( \tau_D \)) is obtained by averaging over random initial points in the whole phase space. We thus find Eq (4.2), the same result as the one obtained in RMT.

The action difference for a pair of symmetry related trajectories in the one-kick model is

\[ \Delta S = S - S_0 = \delta \sum_{t} \left[ \theta'(t) - \theta(t) + 2 \pi \sigma(t) \right], \quad (C4) \]

to linear order in \( \delta \). This leads to

\[ \delta G \approx \left[ 1 + \left( M \delta^* \delta^* \right)^2 \right]^{-1}, \quad \left( \delta^* \right)^2 = 2 \frac{\hbar_{\text{eff}}^2}{\tau_D \nu}, \quad (C5) \]

By averaging over random initial points in the whole phase space for large \( K \) and \( \tau_D \) we find \( \nu = 4 \pi^2 / 3 \). Hence we obtain Eq (4.3), the result of RMT.
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22. P H Jones, M Goonasekera, H H E Saunders-Singer, and D R Meacher, quant ph/0309149
27. M C Goorden and Ph Jacquod (private communication)
golden rule,  
\[ \Gamma = \frac{2}{\hbar^2} \text{Im} \sum_{\mu} \langle \tilde{f}_{m,\mu}^+ | \delta | \tilde{E}[0] \rangle \langle 0 | \tilde{E} | \tilde{f}_{m,\mu}^R \rangle \]  
(2)

Here \( |0\rangle \) is the initial state (excited atom + no photons) and \( |\tilde{f}_{m,\mu}^R \rangle \) is the final state (atom in the ground state + one photon in mode \( \mu \) with frequency \( \omega_{\mu} \), broadening \( \gamma_{\mu} \)). The index \( L \) or \( R \) refers to left and right eigenfunctions of the Maxwell equations in the open cavity, which form a biorthogonal set of modes. The conditions for the validity of perturbation theory will be discussed later.

Equation (2) can be rewritten in terms of the local density of modes at the position \( \tilde{r} \) of the atom,

\[ \Gamma = \frac{\pi \omega_0 d^2}{\hbar} \rho(\tilde{r}, \omega_0), \]  
(3)

\[ \rho(\tilde{r}, \omega) = \frac{1}{\pi} \text{Im} \sum_{\mu} \frac{E_{m,\mu}^L(\tilde{r}) E_{m,\mu}^R(\tilde{r})}{\omega - \omega_{\mu} - i \gamma_{\mu}/2}, \]  
(4)

where \( E_{m,\mu}^L \) is the component along \( \tilde{d} \) of the electric field in left or right mode \( \mu \). We consider an almost empty cavity without any dispersive or absorptive medium inside, in which case the distinction between the total and radiative density of modes [10] is irrelevant.

For a statistical description we study an ensemble of chaotic cavities with the same volume \( V \) and small variations in shape. The average density of modes \( \langle \rho(\tilde{r}, \omega_0) \rangle = \rho_0 = \omega_0^2/(3\pi^2 c^3) \) corresponds to the average rate \( \Gamma_0 \). Our aim is to find the probability distribution of \( \rho \). In Refs [11–13] this distribution was obtained under the assumption that the broadening \( \gamma_{\mu} \) was the same for all modes and all cavities. In our problem, the broadening is different for each mode and each cavity, and the distribution turns out to be entirely different.

According to the universality hypothesis of chaotic systems, the statistical distribution of \( \rho \) can be described by the random-matrix theory of chaotic scattering [14]. Starting point is the expression of the \( N \times N \) scattering matrix \( S \) in terms of an \( M \times M \) real symmetric matrix \( H \) (representing the discretized Helmholtz operator of the closed cavity) and an \( M \times N \) coupling matrix \( W \),

\[ S(\omega) = 1 - 2\pi i W^\dagger (\omega - H + i \pi W W^\dagger)^{-1} W \]  
(5)

The matrix \( H \) is taken from the Gaussian orthogonal ensemble of random-matrix theory,

\[ P(H) \propto \exp\left[-(\pi \rho_0 V)^2 \text{tr} H^2/4M\right] \]  
(6)

The limit \( M \to \infty \) is taken at the end of the calculation. The coupling matrix \( W \) has elements \( W_{mn} = (M/\rho_0 V)^{1/2} \pi^{-1} \delta_{mn} \).

The local density of modes is obtained from a diagonal element of the Green function \( G(\omega) = (\omega - H + i \pi W W^\dagger)^{-1} \),

\[ \rho(\tilde{r}_m, \omega) = -(M/\pi V) \text{Im} G_{mm}(\omega), \]  
(7)

where \( \tilde{r}_m \) is the point in space associated with the index \( m \). Because of the orthogonal invariance of \( P(H) \), the distribution of \( \rho \) is independent of \( m \). Using Eq (5), we can rewrite Eq (7) in terms of the scattering matrix,

\[ \rho = \frac{M}{2\pi V} \text{tr} S^\dagger \partial S/\partial \omega \]  
(8)

This representation of the local density of modes is the matrix analog of the relationship [15] between the local density of electronic states and the functional derivative of the scattering matrix with respect to the local electrostatic potential, \( \rho(\tilde{r}) = (i/2\pi) \text{tr} S^\dagger \partial S/\partial V(\tilde{r}) \).

The matrix \( S^\dagger \partial S/\partial H_{mm} \) is closely related to the matrix

\[ Q = -i S^\dagger \partial S/\partial \omega, \]  
(9)

known as the Wigner-Smith time-delay matrix [16]. Namely, in view of Eq (5) we have

\[ i \text{tr} S^\dagger \partial S/\partial H_{mm} = (AA^\dagger)_{mm}, \]  
(10)

where \( A = (2\pi/\sqrt{2}) G \). Since \( A \) is an \( M \times N \) matrix, the product \( AA^\dagger \) has \( M - N \) zero eigenvalues. The remaining \( N \) nonzero eigenvalues are the same as the eigenvalues of \( Q \), which are the so-called proper delay times [17] \( \tau_i \), \( \tau_N \). Their statistical distribution is known [18],

\[ P(\tau_1, \ldots, \tau_N) \propto \prod_{i<j} |\tau_i - \tau_j| \times \prod_k \tau_k^{-3N/2-1} e^{-\pi \rho_0 V/\tau_0} \]  
(11)

For the local density of modes (8), this implies that

\[ \rho = \frac{M}{2\pi V} \sum_{j=1}^N u_j^2 \tau_j, \]  
(12)

where \( u_j \) is the \( j \)th element of the eigenvector of \( AA^\dagger \) corresponding to the eigenvalue \( \tau_j \). In the limit \( M \to \infty \), the distribution of the vector \( \tilde{r} \) is Gaussian, \( P(\tilde{r}) \propto \exp\left[-\frac{1}{2} (\tilde{r} - \tilde{r}_0)^2 \right] \).

Equation (12), together with the distribution (11) of the \( \tau_j \)'s and the Gaussian distribution of the \( u_j \)'s, completely determines the distribution of \( \rho \) and hence of \( \Gamma \). We replace the integration over the \( \tau_j \)'s by the integration over all elements of an arbitrary real \( N \times N \) matrix \( B \) such that the \( \tau_j \)'s are eigenvalues of \( (BB^\dagger)^{-1} \). The matrix \( B \) has distribution [18]

\[ P(B) = \exp\left[-(\pi \rho_0 V)^2 \text{tr} BB^\dagger \right] \delta(BB^\dagger)_{(N+1)/2} \]  
(13)

Using the dimensionless variable \( x = \rho/\rho_0 = \Gamma/\Gamma_0 \) and properly rescaling \( \tilde{u}, B \), the integral for the distribution becomes

\[ P(x) \propto \int d\tilde{u} \int dB e^{-\text{tr} BB^\dagger |\tilde{u}|^2} \times \delta(BB^\dagger)^{(N+1)/2} \delta(x - |\tilde{B}^{-1} \tilde{u}|^2) \]  
(13)