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1. Introduction

Let $B$ be a Boolean ring, i.e., a ring with $1$ in which $x^2 = x$ for all $x$. It is well known that $B$ is commutative, and that $x + x = 0$ for all $x \in B$. Hence we can consider $B$ as a vector space over $\mathbb{F}_2$ (the field of two elements). By a basis of $B$ we mean a basis of $B$ over $\mathbb{F}_2$, and the dimension of $B$ is its dimension over $\mathbb{F}_2$, notation: $\dim B$.

Let $A \subseteq B$ be a subset. By $A^*$ we denote the smallest subset of $B$ which satisfies

\begin{align}
(1.1) & \quad A \cup \{0\} \subseteq A^* \\
(1.2) & \quad \text{if } x, y \in B \text{ are such that } A^* \text{ contains three of the elements } \{x, y, xy, x + y + xy\}, \text{ then also the fourth one is in } A^*.
\end{align}

Let us call a basis $U$ of $B$ an $S$-basis if $U^* = B$. The main object of this paper is to prove the following lemma, which was left open by W. Scharlau [4, lemma 5.1.1]:

**Lemma (1.3).** Every Boolean ring has an $S$-basis.

The proof is given in section 2.

By $\mathbb{Z}[B]$ we denote the commutative ring defined by generators $[x]$ ($x \in B$) and relations

\[
[x] + [y] = [x + y] + 2[xy] \\
[x][y] = [x \cdot y],
\]

cf. [1]. If $B$ is identified with an algebra of subsets of a set $X$, then $\mathbb{Z}[B]$ may be thought of as the ring of functions $f : X \to \mathbb{Z}$ which satisfy:

\begin{align}
(1.4) & \quad f[X] \text{ is a finite subset of } \mathbb{Z}, \\
(1.5) & \quad \forall n \in \mathbb{Z} : f^{-1}([n]) \in B.
\end{align}

A subset $U$ of $B$ is called an $N$-basis if $\{[u] | u \in U\}$ is a $\mathbb{Z}$-basis of $\mathbb{Z}[B]$. From $\mathbb{Z}[B]/\mathbb{Z}[B] \cong B$ we see:
Proposition (1.6). Every \( N \)-basis is a basis.

The converse of this proposition is discussed in section 3.

A theorem of G. Nöbeling [3] asserts that every Boolean ring has an \( N \)-basis. This theorem also follows from lemma (1.3) and proposition (1.7):

Proposition (1.7). Every \( S \)-basis is an \( N \)-basis.

This proposition is proved in section 3. Although the converse of (1.7) does not hold (cf. section 3), it turns out that the \( N \)-bases constructed by G. M. Bergman [1] are actually \( S \)-bases.

2. Existence of \( S \)-bases

Lemma (2.1). Let \( U \) be a subset of \( B \) with \( 0 \in U \). Then the following three properties of \( U \) are equivalent:

(2.2) if \( x, y \in B \) are such that \( U \) contains three of the elements \( x, y, xy, x+y+xy \) then also the fourth one is in \( U \).

(2.3) if \( x, y \in U \) are such that \( xy = 0 \) or \( xy = x \), then \( x+y \in U \).

(2.4) if \( x, y, xy \in U \), then \( x+y \in U \).

Proof of (2.1).

(2.2) \( \Rightarrow \) (2.3). If \( xy = 0 \) then \( x, y, xy \) are in \( U \), hence by (2.2) also \( x+y+xy = x+y \) is in \( U \). If \( xy = x \) then for \( y' = x+y \) we know that \( x, xy' = 0 \) and \( x+y'+xy' = y \) are in \( U \), so also \( y' = x+y \) is in \( U \).

(2.3) \( \Rightarrow \) (2.4). For \( x' = xy \) we know \( x' \in U, y \in U, x'y = x' \). Therefore by (2.3) we have \( x'+y = xy+y \in U \). By symmetry, \( xy+x \in U \). Now \( x'' = xy+x \in U, y'' = xy+y \in U \) satisfy \( x''y'' = 0 \), so by (2.3) we see \( x+y = x''+y'' \in U \).

(2.4) \( \Rightarrow \) (2.2). Let three of the elements \( x, y, xy, x+y+xy \) be in \( U \).

We distinguish three cases.

(a) \( x, y, xy \in U \). Then \( x+y \in U \) by (2.4), and since \( x' = xy, y' = x+y, \) and \( x'y' = 0 \) are in \( U \), we have \( x'+y' = x+y+xy \in U \).

(b) \( xy, y, x+y+xy \in U \). Applying (2.4) to \( x' = xy \) and \( y' = y \) we find \( y+xy \in U \). Then \( x'' = x+y+xy, y'' = y+xy \) yield \( x''+y'' = x \in U \).
(c) \( x, y, x+y+xy \in U \). Putting \( x' = x, y' = x+y+xy \) we find \( y+xy \in U \). Then \( x'' = y+xy \) and \( y'' = y \) give us \( x'' + y'' = xy \in U \).

This proves (2.1).

For \( A \subset B \), let \( A^* \) denote the smallest subset of \( B \) which contains \( A \cup \{0\} \) and satisfies the equivalent conditions (2.2), (2.3) and (2.4):

\[
A^* = \cap \{ U | \{0\} \cup A \subset U \subset B, U \text{ satisfies (2.4)} \}.
\]

Lemma (2.5). Let \( f: B \rightarrow B' \) be a surjective ring homomorphism, and let \( A \) be a subset of \( B \) which contains \( \ker(f) \). Then

\[
A^* = f^{-1}[f[A^*]],
\]

where \([f[A]]^* \) is formed inside \( B' \).

Proof of (2.5). It is clearly sufficient to prove the following three assertions:

(2.6) \( A^* \subset f^{-1}[f[A^*]] \)

(2.7) \( A^* + \ker f = A^* \)

(2.8) \( f[A]^* \subset f[A^*] \).

Proof of (2.6). \([f[A]]^* \) is a subset of \( B' \) which contains \( f[A] \cup \{0\} \) and satisfies (2.4). Therefore \( f^{-1}[f[A]]^* \) is a subset of \( B \) containing \( A \cup \{0\} \) and satisfying (2.4). Now \( A^* \subset f^{-1}[f[A]]^* \) follows by definition of \( A^* \).

Proof of (2.7). If \( x \in A^*, y \in \ker f \) then \( y \in A \subset A^* \) since we assumed \( \ker f \subset A \). Also \( xy \in x.\ker f \subset \ker f \subset A^* \), so (2.4) gives \( x+y \in A^* \).

Proof of (2.8). Since \( f[A] \cup \{0\} \subset f[A^*] \), it suffices to show that \( f[A^*] \) has property (2.4). So let \( x, y \in A^* \) be such that \( f(x) \in f[A^*] \), \( f(y) \in f[A^*] \), \( f(x)f(y) \in f[A^*] \); we have to show \( f(x)+f(y) \in f[A^*] \).

Choose \( z \in A^* \) such that \( f(x)f(y) = f(z) \). Then \( xy \in z + \ker f \subset A^* + \ker f = A^* \) by (2.7). So \( A^* \) contains \( x, y \) and \( xy \), and by (2.4) we conclude \( x+y \in A^* \). \( f(x)+f(y) = f(x+y) \in f[A^*] \).

This concludes the proof of (2.5).

Before proving lemma (1.3) we fix some notations. For a well-ordered set \( I \), we denote the set of finite subsets of \( I \) by \( F(I) \), and we wellorder \( F(I) \) by putting \( E' \prec E \) if \( E, E' \in F(I) \), \( E \not\prec E' \), are such that the
largest element of the symmetric difference \((E \cup E') \setminus (E \cap E')\) is in \(E\); this comes down to a lexicographic ordering if in each \(E \in F(I)\) the elements are arranged in decreasing order. We agree that a subring of \(B\) always contains the unit element 1 of \(B\).

**Proof of (1.3).**

Let \((e_i)_{i \in I}\) be a sequence of elements of \(B\), indexed by a well ordered set \(I\), such that \(B\), as a subring of itself, is generated by \(\{e_i | i \in I\}\). For \(E \in F(I)\) we put

\[
d_E = \prod_{i \in E} e_i \in B,
\]

in particular \(d_{\emptyset} = 1\). Lemma (1.3) clearly follows from:

**Lemma (2.9).** Define \(T \subset F(I)\) by

\[
T = \{E \in F(I) | d_E \text{ is not in the } \mathbb{F}_2 \text{-linear span of } \{d_{E'}, | E' \in F(I), E' < E\}\}.
\]

Then \(\{d_E | E \in T\}\) is an \(S\)-basis of \(B\).

The proof of lemma (2.9) is by induction on the order type of \(I\).

If \(I = \emptyset\) then \(B = \{0\}\), \(T = \emptyset\) or \(B = \mathbb{F}_2\), \(T = \{\emptyset\}\) and the assertion of the lemma is easily checked. If the order type of \(I\) is a limit ordinal, then \(B\) is an ascending union of subrings corresponding to beginning segments of \(I\), and the assertion of the lemma is immediate from the induction hypothesis. We are left with the case the order type of \(I\) is \(\lambda + 1\) for some ordinal \(\lambda\).

Let \(k\) be the largest element of \(I\). We put \(J = I \setminus \{k\}\) and \(e = e_k\).

The subring of \(B\) generated by \(\{e_i | i \in J\}\) is denoted by \(B_o\).

Let \(T_1, T_2 \subset F(J)\) be defined by:

\[
T_1 = T \cap F(J)
\]
\[
T_2 = \{E \in F(J) | \{k\} \cup E \in T\}.
\]

Since \(J\) has order type \(\lambda\), the inductive assumption shows:

\[
\{d_E | E \in T_1\} \text{ is an } S\text{-basis of } B_o.
\]

Hence we can rewrite:

\[
(2.10) \quad T_2 = \{E \in F(J) | ed_E \text{ is not in the } \mathbb{F}_2 \text{-linear span of } B_o \cup \{ed_{E'} | E' \in F(J), E' < E\}\}.
\]

As a ring, \(B\) is generated by \(B_o\) and \(e\), so \(e^2 = e\) implies \(B = B_o + eB_o\). Here \(eB_o\) is a Boolean ring with unit element \(e\), although
it is not a subring of $B$ if $e \neq 1$. Clearly, $B_o \cap eB_o$ is an ideal of $eB_o$.

Let $B' = eB_o/(B_o \cap eB_o)$. Since the function $g : B_o \to B'$, $g(b) = (eb \mod (B_o \cap eB_o))$, is a surjective ring homomorphism, we have a sequence $(e^{j})_{j \in J} = (g(e^{j}))_{j \in J}$ of ring generators for $B'$. Applying the induction hypothesis to $B'$, we find that $\{g(d^{e}) | E \in T'\}$ is an $S$-basis of $B'$, where

$$T' = \{E \in F(J) | g(d^{E}) \text{ is not in the } \mathbb{F}_2 \text{-linear span of } \{g(d^{E}) | E' \in F(J), E' < E\}\}.$$ 

By definition of $g$, we have

$$T' = \{E \in F(J) | e^{d^{E}} \text{ is not in the } \mathbb{F}_2 \text{-linear span of } B_o \cap eB_o \cup \{e^{d^{E}} | E' \in F(J), E' < E\}\}.$$ 

Comparing with (2.10) we see $T' = T_2$. So we know

$$\{ed^{E} \mod (B_o \cap eB_o) | E \in F(J), E' < E\}$$

is an $S$-basis of $B_o/(B_o \cap eB_o)$.

Since

$$\{d^{E} | E \in T\} = \{d^{E} | E \in T_1\} \cup \{ed^{E} | E \in T_2\},$$

it now suffices to prove the following lemma:

**Lemma (2.11).** Let $U_1$ be an $S$-basis of $B_o$, and let $U_2 \subseteq eB_o$ be a subset which under the natural map $f : eB_o \to eB_o/(B_o \cap eB_o)$ maps bijectively onto an $S$-basis of $eB_o/(B_o \cap eB_o)$. Then $U_1 \cup U_2$ is an $S$-basis of $B_o + eB_o$.

**Proof of (2.11).** It is clear that $U_1 \cup U_2$ is an $\mathbb{F}_2$-basis of $B_o + eB_o$. Applying lemma (2.5) to $f : eB_o \to eB_o/(B_o \cap eB_o)$ and $A = (B_o \cap eB_o) \cup U_2$, we find

$$((B_o \cap eB_o) \cup U_2)^* = eB_o,$$

and since

$$B_o \cap eB_o \subseteq B_o = U_1^*,$$

it follows that

$$eB_o = ((B_o \cap eB_o) \cup U_2)^* \subseteq (U_1^* \cup U_2)^* = (U_1 \cup U_2)^*.$$ 

Also

$$B_o = U_1^* \subseteq (U_1 \cup U_2)^*$$

and application of (2.4) to $U = (U_1 \cup U_2)^*$ gives immediately

$$B_o + eB_o \subseteq (U_1 \cup U_2)^*$$

so $U_1 \cup U_2$ is an $S$-basis. This proves (2.11), (2.9) and (1.3).
3. S-bases and N-bases

We first prove that every S-basis is an N-basis (1.7).

Let $U$ be an S-basis for $B$, let $H \leq \mathbb{Z}[B]$ be the subgroup generated by $\{[u] \mid u \in U\}$, and let $V = \{x \in B \mid [x] \in H\}$. Clearly, $U \cup \{0\} \subseteq V$.

Also, for $x, y \in B$ we have in $\mathbb{Z}[B]$

$$[x] + [y] = [x + y + xy] + [xy],$$

so if three of the elements $x, y, xy, x+y+xy$ belong to $V$, then so does the fourth one. Now the definition of $U^*$ implies $U^* \subseteq V$.

But $U^* = B$, so $V = B$. From this it follows easily that $H = \mathbb{Z}[J]$, i.e., $\{[u] \mid u \in U\}$ generates $\mathbb{Z}[B]$ as an abelian group. It remains to show that $\{[u] \mid u \in U\}$ is linearly independent over $\mathbb{F}_2$. Suppose we have a relation

$$\sum_{u \in U} n_u [u] = 0, \quad n_u \in \mathbb{Z}, \quad n_u = 0 \text{ for almost all } u, \quad n_u \neq 0 \text{ for some } u.$$

Since $\mathbb{Z}[B]$ is torsion-free, we may assume that at least one of the $n_u$ is odd. Then

$$\sum_{u \in U} (n_u \mod 2) u = 0$$

is a nontrivial dependence relation of $U$ over $\mathbb{F}_2$, contradicting that $U$ is a basis. This proves proposition (1.7).

We next study the converses to (1.6) and (1.7).

Let $B$ be a Boolean ring. If $\dim B \geq 2$, then there is an $x \in B$ with $x \neq 0$, $x \neq 1$, and for this $x$ there is an isomorphism of rings

$$B \cong B/xB \times B/(1+x)B = B_1 \times B_2$$

where $B_1, B_2$ are nonzero Boolean rings. By induction on $k$ it follows that if $\dim B \geq k$ ($k \in \mathbb{Z}, k \geq 0$), then $B \cong \prod_{i=1}^k B_i$ for certain nonzero Boolean rings $B_i$ ($1 \leq i \leq k$).

If $\dim B = k$ is finite then every $B_i$ is one-dimensional, so $B \cong \mathbb{F}_2^k$.

In this case $\mathbb{Z}[B] \cong \mathbb{Z}^k$. A subset

$$\{e_i = (e_{i j})_{j=1}^k \in \mathbb{F}_2^k \mid 1 \leq i \leq k\}$$

is a basis if and only if

$$\det((e_{i j})_{1 \leq i, j \leq k}) = 1 \in \mathbb{F}_2$$

and it is an N-basis if and only if the matrix
Let $M = (e_{ij})_{1 \leq i, j \leq k}$, where

$$e_{ij} = 1 \in \mathbb{Z} \text{ if } e_{ij} = 1 \in \mathbb{F}_2,$$
$$e_{ij} = 0 \in \mathbb{Z} \text{ if } e_{ij} = 0 \in \mathbb{F}_2,$$

(this matrix has coefficients in $\mathbb{Z}$) satisfies

$$\det(M) = \pm 1.$$ 

Of course, (3.1) is equivalent to

$$\det(M) \text{ is odd.}$$

**Proposition (3.2).** Let $B$ be a Boolean ring. Then every basis of $B$ is an $N$-basis if and only if $\dim B \leq 3$.

**Proof.** "If": Let $M$ be a $k \times k$-matrix with coefficients 0, 1 in $\mathbb{Z}$. Applying the Hadamard determinant inequality to a suitably chosen $(k + 1) \times (k + 1)$-matrix with coefficients $-1, +1$ we find [cf. 2]

$$|\det(M)| \leq 2^{-k}(k + 1)^{(k+1)/2}.$$ 

If $k \leq 3$, it follows that

$$|\det(M)| \leq 2,$$

so $\det(M)$ is odd if and only if $\det(M) = \pm 1$. This proves the "if"-part.

"Only if": If $\dim B > 4$, we may assume $B = \prod_{j=1}^{4} B_j$, where the $B_j$ are nonzero Boolean rings. Let $U$ be a basis of $B$ containing the four elements $e_1 = (1,0,0,0)$, $e_2 = (0,1,0,0)$, $e_3 = (0,0,1,0)$ and $e_4 = (0,0,0,1)$. Replacing $e_i$ by $1 + e_i = (1,1,1,1) + e_i$ for $1 \leq i \leq 4$, we get a new basis $U'$, which is not an $N$-basis since the subgroup of $\mathbb{Z}[B]$ generated by $\{[u']| u' \in U'\}$ has index 3 in the subgroup generated by $\{[u]| u \in U\}$. This proves (3.2).

**Proposition (3.3).** Let $B$ be a Boolean ring. Then every $N$-basis of $B$ is an $S$-basis if and only if $\dim B \leq 5$.

**Proof.** "If": Let $B \cong \mathbb{F}_2^k$, $k \leq 5$, and let $U \subset B$ be an $N$-basis. We have to show that $U$ is an $S$-basis. If $u, v \in U$ satisfy $uv = v$, $u \not\sim v$, then replacing $u$ by $u + v$ obviously does not change the problem. Also, this replacement lowers the number of entries 1 in the matrix $(e_{ij})_{1 \leq i, j \leq k}$, where $U = \{ (e_{ij})_{j=1}^{k} | e_{ij} \in \mathbb{F}_2, 1 \leq i \leq k \}$. We conclude that we may assume

(3.4) if $u, v \in U$, $u \not\sim v$, then $uv \not\sim v$.

A direct search shows that for $k \leq 4$ the only $N$-basis $U$ satisfying (3.4) is the trivial basis corresponding to the $k \times k$ identity matrix. For $k = 5$ there are three types of $N$-bases satisfying (3.4), given by the three matrices.
It is easily checked that each of these bases is an $S$-basis. This proves the "if"-part.

"Only if": First we treat the case $B = \mathbb{F}_2^6$. Then an $N$-basis $U$ is given by the rows of the matrix

$$
\begin{pmatrix}
1 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 1
\end{pmatrix}
$$

(3.5)

But $U$ is not an $S$-basis, since $U^* = UU\{0\}$.

In the general case $\dim B \geq 6$ we may write $B = \bigoplus_{j=1}^6 B_j$, where each $B_j$ is nonzero. Let $M_j$ be a maximal ideal of $B_j$ $(1 \leq j \leq 6)$. Then $B_j = M_j \cup (1 + M_j)$, so $M_j$ generates $B_j$ as a subring of itself. Using lemma (2.9) one easily sees that $B_j$ has an $S$-basis of the form $\{1\} \cup U_j$, where $U_j$ is a basis of $M_j$.

Combination of these bases yields an $S$-basis of $B$ of the form

$U \cup \{e_i \mid 1 \leq i \leq 6\}$, where $U$ is a basis of $M = \bigoplus_{j=1}^6 M_j$ and $e_i = (e_{ij})_{j=1}^6 \in \bigoplus_{j=1}^6 B_j$, $e_{ij} = 1$ for $i=j$, $e_{ij} = 0$ for $i \neq j$ $(1 \leq i,j \leq 6)$.

Replacing $\{e_i \mid 1 \leq i \leq 6\}$ by the rows of matrix (3.5) we get an $N$-basis $V$ of $B$ which is not an $S$-basis since

$V^* \subset (V + M) \cup M \subset B$.

This proves (3.3).

Remark. Using the notations of lemma (2.9), we put

$T_0 = \{E \in F(I) \mid [d_E] \text{ is not in the } \mathbb{Z} \text{-linear span of } \{[d_{E'}] \mid E' \in F(I), E' < E\}\}$.

Clearly $T \subset T_0$. G.M. Bergman [1, theorem 1.1] proved that $\{d_E \mid E \in T_0\}$ is an $N$-basis of $B$. But by (2.9) $\{d_E \mid E \in T\}$ is an $S$-basis of $B$, and since different bases can have no inclusion relation, it follows that $T = T_0$. So the $N$-bases constructed by G.M. Bergman are actually $S$-bases.
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