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We present the results of a study of weak gravitational lensing by galaxies using imaging data that were obtained as part of the second Red Sequence Cluster Survey (RCS2). In order to compare to the baryonic properties of the lenses we focus here on the ∼300 square degrees that overlap with the DR7 of the SDSS. The depth and image quality of the RCS2 enables us to significantly improve upon earlier work for luminous galaxies at $z \geq 0.3$. Comparison with dynamical masses from the SDSS shows a good correlation with the lensing mass for early-type galaxies. For low luminosity (stellar mass) early-type galaxies we find a satellite fraction of ∼40% which rapidly decreases to < 10% with increasing luminosity (stellar mass). The satellite fraction of the late-types has a value in the range 0-15%. We find that early-types with a $r$-band luminosity in the range $10^{10} < L_r < 10^{11.5} \, h_7^2 L_\odot$ have virial masses that are about five times higher than those of late-type galaxies and that the mass scales as $M_{200} \propto L_{200}^{2.34^{+0.09}_{-0.16}}$.

We also measure the virial mass-to-light ratio, and find for early-types that have a total luminosity within the virial radius of $L_{200} < 10^{11} \, h_7^2 L_\odot$, a value of $M_{200}/L_{200} = 42 \pm 10 \, h_7 M_\odot/L_\odot$, which increases for higher luminosities to values that are consistent with those observed for groups and clusters of galaxies. For late-type galaxies we find a lower value of $M_{200}/L_{200} = 17 \pm 9 \, h_7 M_\odot/L_\odot$.

Our measurements also show that early- and late-type galaxies have comparable halo masses for stellar masses $M_* < 10^{11} \, h_7^{-1} M_\odot$, whereas the virial masses of early-type galaxies are higher for higher stellar masses. Finally, we determine the efficiency with which baryons have been converted into stars. Our results for early-type galaxies suggest a variation in efficiency with a minimum of ∼10% for a stellar mass $M_{*,200} = 10^{12} \, h_7^{-1} M_\odot$. The results for the late-type galaxies are not well constrained, but do suggest a larger value.

3.1 Introduction

There is now overwhelming evidence that galaxies are surrounded by dark matter haloes. Studying the global properties of the haloes, such as their virial masses or density profiles, however, has proven difficult due to a lack of reliable tracers of the gravitational potential at large distances. Improving observational constraints is important because the details of galaxy formation are not completely clear, even though significant progress has been made in recent years (e.g. Bower et al. 2010; Kim et al. 2009). The relation between the baryons and the dark matter in galaxies has been studied using numerical simulations (e.g. Wang et al. 2006; Croton et al. 2006; Somerville et al. 2008; Moster et al. 2010) and it is important to confront the predictions with observations. This requires reliable estimates of both the dark matter and the baryonic content of galaxies.

Several observables can be used to trace the baryons, such as the luminosity of a galaxy, which is readily available. It is also possible to derive stellar masses by fitting stellar synthesis models to either the spectral features of a galaxy (Kauffmann et al. 2003; Gallazzi et al. 2005) or to its colours (Bell & de Jong 2001; Salim et al. 2007). The stellar mass estimates are tightly correlated to various other important global properties of galaxies (colour, metallicity, luminosity, environment, see e.g. Gritzaubach et al. 2011, and references therein) and they are therefore considered a useful tracer of the baryonic content of a galaxy.

Numerical simulations suggest that the dark matter haloes of massive galaxies extend out to hundreds of kiloparsecs (e.g. Springel et al. 2005), which is supported by observations (e.g. Hoekstra et al. 2004). For nearby galaxies it is possible to study the dark matter distribution using the dynamics of planetary nebulae (e.g. Napolitano et al. 2009). In addition, studies of satellite galaxies around central galaxies (e.g. More et al. 2011; Conroy et al. 2007) have provided constraints on the relation between baryons and dark matter. Unfortunately these studies require spectroscopy of large numbers of objects, which makes them rather expensive. Furthermore, the observations are limited to small scales due to the requirement of having optical tracers, which complicates the determination of the virial mass of the haloes galaxies reside in, unless one is willing to extrapolate the measurements.

Fortunately it is possible to probe the matter distribution on large scales, thanks to an effect called weak gravitational lensing: we can measure the distortion of the shapes of faint background galaxies (sources) caused by the bending of light rays by intervening mass concentrations (lenses). The distortion is independent of the type of matter in the lenses, and so the projected mass of the lens is measured without any assumption on the physical state of the matter at scales from a few kiloparsec to a few megaparsec.

The weak lensing signal around a single galaxy is too weak to detect since it is 10-100 times smaller than the intrinsic ellipticities of galaxies. Therefore the galaxy-galaxy signal has to be averaged over many lenses to decrease the shape noise. Although individual galaxies cannot be studied in this way, their average properties can be determined (e.g. Brainerd et al. 1996; Fischer et al. 2000; Hoekstra et al. 2004). Only more recently has it become possible to study lenses as a function of properties such as type, luminosity, stellar mass, etc., because early studies lacked the ancillary data needed to subdivide the lenses into subsamples. For instance Hoekstra et al. (2005) used nearly 34 square degrees
of the Red Sequence Cluster Survey (RCS) (Gladders & Yee 2005) for which photometric redshifts were available (Hsieh et al. 2005), to study the relation between the virial mass and baryonic contents of isolated galaxies in the redshift range $0.2 < z < 0.4$, and derived star formation efficiencies for early- and late-type galaxies. Thanks to the wealth of ancillary data, the Sloan Digital Sky Survey (SDSS; York et al. 2000) has had a major impact on galaxy-galaxy lensing studies (e.g. Guzik & Seljak 2002; Mandelbaum et al. 2006). This is evidenced by Mandelbaum et al. (2006) who used nearly 5000 square degrees of the SDSS DR4 (Adelman-McCarthy et al. 2006) to study galaxies in the redshift range $0.02 < z < 0.35$ as a function of galaxy type and environment, and constrained the stellar mass to virial mass relation, the luminosity to virial mass relation and the satellite fractions of the lens samples.

Currently no survey can surpass the precision that can be achieved by the SDSS at low redshift ($z < 0.3$) because of the large survey area and the availability of spectroscopic data. We note, however, that complementing the SDSS data with deeper imaging by the Panoramic Survey Telescope & Rapid Response System\(^1\) (Pan-STARRS; Kaiser et al. 2002) will provide a major improvement, as is demonstrated by the results we present here. For lenses with $z > 0.3$ it is possible to achieve a significant improvement over the SDSS results by surveying a smaller area with deeper data and good image quality: it allows us to use sources at higher redshifts. This is important because the amplitude of the lensing signal scales proportionally to the ratio of the angular diameter distance between the lens and the source and the distance between the observer and the source. The signal decreases rapidly when the lens redshift approaches the peak of the source redshift distribution, which occurs around $z \sim 0.35$ for the SDSS.

In this paper we use data from the second generation Red Sequence Cluster Survey (RCS2) to measure the weak lensing signal around galaxies that are observed in the SDSS. The RCS2 is a nearly 900 square degree imaging survey carried out by the Canada-France-Hawaii-Telescope (CFHT), and is $\sim 2$ magnitudes deeper than the SDSS in $r'$. The increase in depth combined with a median seeing of $0.7''$, which is a factor of two smaller than the seeing in the SDSS, results in a source galaxy number density that is about five times higher, and a source redshift distribution that peaks at $z \sim 0.7$.

We use the overlapping area between the two surveys, which amounts to approximately 300 square degrees, in order to assign the spectroscopic redshifts, luminosities, stellar masses and dynamical masses from the SDSS to the lenses. The lensing analysis itself is performed on the RCS2 data. Even though the overlap between the surveys is modest, the loss in survey area is outweighed by the gain in the number density of source galaxies and the improvement of the lensing efficiency. This enables us to improve the measurements of the lensing signal around the most massive galaxies, which mostly reside at redshifts where the SDSS lensing is not very sensitive.

In this paper we describe the lenses in Section 3.2. The weak lensing analysis is discussed in Section 3.3. The halo model that we have implemented is introduced in Section 3.4. In Section 3.5 we compare the weak lensing mass to the dynamical mass. We describe the luminosity results in Section 3.6, and the stellar mass results in Section 3.7. We summarize our conclusions in Section 3.8. Throughout the paper we assume a WMAP5 cosmology (Komatsu et al.

\(^1\)http://pan-starrs.ifa.hawaii.edu/public/
2009) with $\sigma_8 = 0.8$, $\Omega_\Lambda = 0.73$, $\Omega_M = 0.27$, $\Omega_b = 0.045$ and the dimensionless Hubble parameter $h = 0.7$. All distances quoted are in physical (rather than comoving) units unless explicitly stated otherwise.

3.2 Lens Sample

The SDSS has imaged roughly a quarter of the entire sky, and has observed the spectra for about one million galaxies (Eisenstein et al. 2001; Strauss et al. 2002). The combination of spectroscopic coverage and photometry in five optical bands ($u, g, r, i, z$) in the SDSS provides a wealth of galaxy information that is not available for the RCS2. To use this information, but also benefit from the improved lensing quality of the RCS2, we use the 300 square degrees overlap between the surveys for our analysis. We match the RCS2 catalogues to the DR7 (Abazajian et al. 2009) spectroscopic catalogue, to the MPA-JHU DR7 stellar mass catalogue and to the NYU Value Added Galaxy Catalogue (NYU-VAGC)$^1$ (Blanton et al. 2005; Adelman-McCarthy et al. 2008; Padmanabhan et al. 2008) which yields the spectroscopic redshift, luminosity, stellar mass, and the dynamical mass of $1.7 \times 10^4$ galaxies. These form the lens sample of this work; we study the distortion these galaxies imprint as a function of their baryonic content on the shapes of the background galaxies.

As the relation between dark matter and baryons depends on galaxy type, we split the lens sample into early- and late-type galaxies using the $frac\_deV$ parameter included in the SDSS photometric catalogues. This parameter is determined by simultaneously fitting $frac\_deV$ times the best-fitting De Vaucouleur profile plus $(1-frac\_deV)$ times the best-fitting exponential profile to an object’s brightness profile. This has been done in the $g$, $r$ and $i$ band, and we use the average value. We classify galaxies with $frac\_deV > 0.5$ as early-types, and galaxies with $frac\_deV < 0.5$ as late-types. The classification of early-types is at least 96% complete and 76% reliable (96% of all early-type galaxies are in the early-type sample, while 76% of all the galaxies in the early-type sample are actually early-types), and the classification of late-types is at least 55% complete and 90% reliable (Strateva et al. 2001; Mandelbaum et al. 2006).

We visually inspect the brightest and most massive early- and late-type galaxies of our lens sample using our RCS2 imaging data. We find that about 30 of the 100 most massive late-types (with a stellar mass in the range $10^{11.5} - 10^{12.5} h^{-1} M_\odot$) actually consists of multiple objects with small separations. These galaxies reside at a redshift of $\sim 0.4$, and are not well resolved in the SDSS. They are not removed from the analysis as that may introduce a selection bias. More importantly, including them facilitates a comparison to the literature. As a test, we excluded these lenses, and found that the results did not significantly change (note, however, that due to the low number of massive late-type lenses, the errors are large).

3.2.1 Luminosities & Stellar Masses

The MPA-JHU stellar mass catalogue contains about $7 \times 10^5$ unique galaxies, and provides the $r$-band absolute magnitudes and the stellar mass estimates of

---

$^1$http://www.mpa-garching.mpg.de/SDSS/DR7/

$^3$http://sdss.physics.nyu.edu/vagc/
Figure 3.1: Stellar mass versus luminosity of the lens sample. The colour coding represents the redshift of the galaxies as denoted in the lower right-hand corner. The histograms for all galaxies (black solid line), the early-types (red dot-dashed line) and the late-types (blue dotted line), as a function of stellar mass and luminosity are also shown, and are drawn slightly offset for clarity. The dashed diagonal lines indicate the additional mass-to-light ratio cuts we have applied (objects with $M_* / L_r$ between $0.2 \, h_{70} M_\odot / L_\odot$ and $10 \, h_{70} M_\odot / L_\odot$ have been selected) to remove outliers that may contaminate the lensing signal.
our lenses. The absolute magnitudes that are used to compute the luminosities and stellar masses are based on the Petrosian apparent magnitudes from the SDSS. The Petrosian apparent magnitude measures the flux within a circular aperture whose radius depends on the azimuthally averaged brightness profile in the $r$-band. It does not include the flux at very large radii from a galaxy, and therefore underestimates the total flux by typically a few tenths of a magnitude (Blanton et al. 2001). Although we do not correct for the missing flux as it would complicate a comparison with previous observational work, this should be kept in mind when comparing our results to predictions from numerical simulations.

The absolute magnitudes have been corrected for extinction using the dust maps from Schlegel et al. (1998), the k-corrections have been calculated to $z = 0.0$ using the KCORRECT v4.2 code (Blanton et al. 2003; Blanton & Roweis 2007), and the distance modulus is determined with $h = 0.7$. We convert the absolute magnitudes into solar luminosities using the absolute AB magnitude in the SDDS $r$-band of $M_{solar} = 4.65$ for $z = 0.0$. We account for passive evolution by dividing the luminosities of the early-type galaxies by $(1 + z)$. The luminosity evolution of late-type galaxies can in principle be computed if the star formation histories (SFHs) are accurately known. The SFHs are generally uncertain, however, since they depend on many parameters such as the stellar mass, environment, assembly history, and AGN activity of a galaxy. Hence the luminosity evolution is difficult to determine and the correction highly uncertain. We therefore do not correct the luminosities of late-type galaxies for evolution.

The stellar masses have been estimated by fitting a library of Bruzual & Charlot (2003) stellar population models to the $u, g, r, i, z$ photometry of the galaxies in the SDSS. The initial mass function (IMF) was taken to be a Kroupa (2001) IMF and the modelling methodology follows Salim et al. (2007).

Nearly all galaxies with a spectroscopic redshift from DR7 are present in the stellar mass catalogue. Figure 3.1 shows the stellar mass versus luminosity for the matched galaxies. The different colours represent galaxies at different redshifts. The most massive and luminous galaxies in our sample reside in the highest redshift range, and are almost exclusively early-type galaxies. Also shown are the histograms of the stellar masses and of the luminosities on respectively the horizontal and vertical axis. The dashed lines indicate the additional $0.2 < M_{r}/L_{r} < 10 \, h_{70} M_{\odot}/L_{\odot}$ cut we apply to minimize the outlier contamination of the lensing bins.

### 3.2.2 Dynamical Masses

The motions of stars in a galaxy provide an alternative way to estimate the mass of a galaxy at small radii, and constrain the scaling relations between baryons and dark matter. Spectroscopic observations are required to measure the velocity dispersion, which is converted into a dynamical mass estimate via the scalar virial theorem, taking into account projection effects and assumptions on the structure of the stellar orbits:

$$GM_{\text{dyn}} = K_{V}(n)\sigma_{\text{los}}^{2}R_{e},$$

with $\sigma_{\text{los}}$ the line-of-sight velocity dispersion of the galaxy, $R_{e}$ the effective radius (containing 50% of the light of the best fit Sérsic model), and $K_{V}(n)$ a
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term that includes the effects of structure on stellar dynamics, which can be approximated by (Bertin et al. 2002):

\[ K_V(n) \cong \frac{73.32}{10.465 + (n - 0.94)^2} + 0.954, \]  

(3.2)

with \( n \) the Sérsic index (Sérsic 1968).

Using the dynamical mass as a tracer for the total mass of a galaxy has various complications. Firstly, it is implicitly assumed that the velocity dispersion in Equation 3.1 is only generated by the radial motions of the stars, and the \( K_V(n) \) term is derived under the assumption that the mass distribution is spherical, dynamically isotropic, and non-rotating. In reality, however, the rotation of a galaxy contributes to the measured velocity dispersion as well, and this effect is particularly important in late-type galaxies. The majority of the early-type galaxies in our study are massive and luminous. They are expected to rotate slowly (e.g. Emsellem et al. 2007), so their dynamical mass estimates are less affected. The dynamical masses of late-type galaxies, however, are potentially overestimated. A second complication arises from the fact that the spectroscopic fibre within which the velocity dispersion is measured has a fixed size. Therefore, the physical region over which the velocity dispersion is averaged depends on the redshift of a galaxy, and hence it probes different regions for galaxies at different redshifts. If the velocity dispersion changes with radius, we would effectively assign different dynamical masses to the same galaxy depending on its redshift. Thirdly, the dynamical mass is measured within the effective radius. The effective radius is a rather arbitrary point, as it depends on parameters such as the shape, the brightness profile and the orientation of a galaxy, and the distribution of dust within the galaxy. Even if a galaxy is spherical and isotropic, it is not clear whether the effective radius marks a special point in relation to the total mass content of a galaxy, given that the dark matter does not follow the distribution of stars. This is most obvious in the outer regions of a galaxy, where most of the matter is dark.

To calculate the dynamical mass of our lenses, we retrieve the velocity dispersions from the SDSS spectroscopic catalogue. As it is complex to estimate the velocity dispersion of galaxies whose spectra are dominated by multiple components, e.g. galaxies with different stellar populations or different kinematic components, the SDSS only provides estimates for spheroidal systems whose spectra are dominated by red stars. At low redshift, the selection also includes the bulges of late-type galaxies because their spectra are similar to the spectra of early-type galaxies. The Sérsic index and the effective radius are obtained from the NYU-VAGC. The sizes and fluxes are underestimated 10% and 15% respectively for large galaxies and galaxies with high Sérsic indices (Blanton et al. 2005), whereas the Sérsic index itself is underestimated by \( \sim 0.5 \) to \( \sim 1.3 \) for galaxies with high Sérsic indices. It is shown in Guo et al. (2009) that these biases arise from background overestimation and subtraction. As a result, the dynamical mass estimates for these galaxies may be slightly biased, but we do not account for it since we do not know the correction for each galaxy. To ensure that the dynamical mass is computed in approximately the rest-frame \( r \)-band, we split the sample according to redshift. For galaxies at \( z < 0.2 \) we use the Sérsic index and effective radius in the \( r \)-band, for galaxies between \( 0.2 < z < 0.4 \) we use the values in the \( i \)-band, and for galaxies at \( z > 0.4 \) we average the values of the \( i \)- and \( z \)-band.
3.3 Lensing analysis

3.3.1 The RCS2

The lensing signal can be detected with high significance at low redshifts \((z < 0.3)\) using SDSS data only. At higher redshifts, the significance decreases rapidly, because of the limited imaging depth and image quality of the SDSS. To improve the lensing signal-to-noise ratio at \(z \geq 0.3\), we use the deep imaging data from the Red Sequence Cluster Survey 2 (RCS2) (Gilbank et al. 2011) instead. The RCS2 is a nearly 900 square degree imaging survey in three bands \((g', r', z')\) carried out with the Canada-France-Hawaii Telescope (CFHT) using the 1 square degree camera MegaCam. The primary survey area is divided into 13 well-separated patches on the sky (including the uncompleted patch 1303), each with an area ranging from 20 to 100 square degrees. Since the RCS2 consists of single exposures only, it is difficult to identify cosmic rays, especially those that hit stars and galaxies. However, only a small fraction of objects is hit by a cosmic ray, and the affected objects do not bias the measurements, but act as a negligible source of noise (Hoekstra et al. 2004). We perform the weak lensing analysis in the SDSS and RCS2 overlap using the 8 minute exposures of the \(r'\)-band \((r'_{\text{lim}} \sim 24.8)\), which is best suited for lensing as it has a median seeing of 0.7\".

3.3.2 Image processing

We retrieve the Elixir\(^5\) processed images from the Canadian Astronomy Data Centre (CADC) archive\(^6\). We use the THELI pipeline (Erben et al. 2005, 2009) to subtract the image backgrounds, to create weight maps that we use in the object detection phase, and to identify satellite and asteroid trails. To obtain accurate astrometry, we run SCAMP (Bertin 2006) on the images, which enables us to match our catalogues to the SDSS. The polynomial coefficients from SCAMP describing the mapping from image to sky coordinates are used to calculate the camera distortion. We use the automated masking routines from the THELI pipeline to generate image masks and to combine them with the RCS2 masks in order to omit image regions that contaminate the lensing signal (e.g. saturated stars, satellite trails). All masks are inspected by eye, and manually improved where necessary.

We use SExtractor (Bertin & Arnouts 1996) to detect the objects in the images. To select the stars for modelling the PSF variation across the images, we first identify the locus of the stellar branch in a size-magnitude diagram. We select the non-saturated objects close to the stellar branch with a signal to noise ratio larger than 30 and with no SExtractor flags raised. To remove small galaxies that have been misidentified as stars, and stars that have been affected

\(^4\)The CFHT Legacy Survey Wide, comprising of 171 square degrees of imaging data in \(u^*, g', r', i'\) and \(z'\), is also included in the RCS2, but is not used in this study.

\(^5\)http://www.cfht.hawaii.edu/Instruments/Elixir/

\(^6\)http://www1.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/cadc/
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by cosmic rays, we fit a second-order polynomial to both the size and the ellipticity of these star-candidates, and discard all 3-sigma outliers. We clean the stellar selection even further in the shape measurement pipeline by removing shape parameter outliers. All objects larger than 1.2 times the local size of the PSF are classified as galaxies.

In Figure 3.2 we illustrate the star-galaxy separation. It has been fully automated, but as a precaution we inspect all size-magnitude diagrams by eye. The separation fails for a few chips that have either very few stars or a PSF with a large FWHM, and we manually adjust those. As neighbouring patches overlap by ~1 arcminute, we remove all galaxies within 35 arcseconds from the image edges in order to avoid duplicating the lenses and sources in our analysis.

Elixir provides approximate zeropoints for each pointing, which we use to measure the $r'$-band magnitudes of the objects in the images. We correct the magnitudes for galactic extinction using the dust maps from Schlegel et al. (1998). These magnitudes are not as accurately calibrated as those from Gilbank et al. (2011), and differ in the $r'$-band on average by $-0.01 \pm 0.32$. Our calibration is, however, sufficient to accurately select the source galaxy sample. For the calculation of the luminosity overdensity, which is discussed in Section 3.6.1, we use the catalogues from Gilbank et al. (2011) instead.

3.3.3 Contamination correction

A fraction of the galaxies in the source catalogue is physically associated with the lenses. Since we lack redshifts for the sources, we are unable to remove them. These objects are not lensed, and therefore dilute the lensing signal. To estimate this contamination we measure $f_{cg}(r)$, the excess source number density around the lenses. We show the overdensity around the lenses which have been divided into seven stellar mass bins (defined in Table 3.3) as a function of lens-source separation in Figure 3.3. The error bars are computed assuming that the number of source galaxies in each radial bin follows a Poisson distribution. The contamination increases with stellar mass, as massive galaxies reside in denser environments and therefore have more satellite galaxies. Although the overdensity is shown independently of the lens galaxy type in Figure 3.3, we measure it for the early- and late-types separately in the science analysis presented in Section 3.5, 3.6 and 3.7. Assuming that the satellite galaxies have random orientations, we correct for the contamination by boosting the lensing signal with a factor $1 + f_{cg}(r)$. Note, however, that the contamination correction may be too small if satellite galaxies are preferentially radially aligned in the direction of the lens. This type of intrinsic alignment has been studied with seemingly different results; some authors (e.g. Agustsson & Brainerd 2006; Faltenbacher et al. 2007) who determined the galaxy orientation using the isophotal position angles, have observed a stronger alignment than others (e.g. Hirata et al. 2004; Mandelbaum et al. 2005a) who used galaxy moments. Siverd et al. (2009) and Hao et al. (2011) attribute the discrepancy to the different definitions of the position angle of a galaxy. As we measure the shapes of source galaxies using galaxy moments, we expect that intrinsic alignment only has a minor impact on the correction factor and hence can be safely ignored.

Gravitational lenses do not only shear the images of the source galaxies, but also magnify the background sky. As a result, the flux of the sources is magnified, and the source galaxy number density is diluted. These combined effects
are known as magnification bias, and it changes the source density around the lenses. The effect is negligible for the lensing study presented here.

3.3.4 Shape measurement

The measurement of the shapes of galaxies is central to any weak lensing analysis. The accuracy that is required depends on the science goal. For example, in cosmic shear studies aimed at constraining cosmological parameters, it is necessary to accurately correct the measured galaxy shapes for the anisotropic smearing of the PSF since the signal is small and very sensitive to any PSF residual systematic. In contrast, in the case of galaxy-galaxy lensing the signal is averaged over many lens-source pairs with random orientations, which
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Figure 3.3: Source galaxy overdensity as a function of distance from the lenses for the different stellar mass bins. The overdensity increases with stellar mass. Massive galaxies reside on average at higher redshifts and live in denser environments with more satellite galaxies.

removes most of the PSF systematics on small scales.

For our lensing analysis we measure the shapes of galaxies with the KSB method (Kaiser et al. 1995; Luppino & Kaiser 1997; Hoekstra et al. 1998), using the implementation described by Hoekstra et al. (1998, 2000). The measured galaxy shapes are corrected for smearing by the PSF under the assumption that the brightness distribution of stars can be described by an isotropic profile convolved with a small anisotropic kernel. Generally, the PSF is more complicated which may lead to biases. The version of KSB we use has been tested on simulated images as part of the Shear Testing Programme (STEP) 1 and 2 (the ‘HH’ method in Heymans et al. (2006) and Massey et al. (2007) respectively). These tests have shown that the correction scheme works well for a variety of PSFs; in STEP2, the HH method underestimates the shear on average by 1-2% only.

The mapping between the sky coordinates and the CCD pixels is slightly non-linear due to the camera optics, which causes an additional shear that needs
Figure 3.4: Shear induced by camera distortion in the MegaCam imager. The camera shear is largest in the corners of the mosaic, with values up to 1.5%. As the observed shear is the sum of the gravitational shear and the camera shear, we simply subtract the camera shear from the observed galaxy ellipticities to correct for it.

to be corrected. We calculate the shear induced by this distortion using the polynomial coefficients from SCAMP describing the mapping from image to sky coordinates. The camera shear of MegaCam is shown in Figure 3.4. The images of both the stars and the galaxies are sheared, with a value reaching 1.5% at the corners of the images. At large lens-source separations, where the gravitational lensing signal is small, the camera shear dominates the observed lensing signal. Hoekstra et al. (1998, 2000) demonstrate that the observed shear is the sum of the gravitational shear and the camera shear. We therefore simply subtract the camera shear from the observed ellipticities of the galaxies to correct for it.

To demonstrate the excellence of the RCS2 as a lensing survey, we measure the galaxy-mass cross-correlation function in the exposures that significantly overlap with the SDSS (defined as having more than 30 matching objects). 301 exposures of the total overlapping 350 meet this requirement, which after
masking and exclusion of the image boundaries leads to an effective area of approximately 260 square degrees. The galaxy-mass cross-correlation function measures the correlation between the galaxies and the surrounding distribution of (predominantly dark) matter. We compute it by measuring the azimuthally averaged tangential shear as a function of radial distance from the lens:

$$\langle \gamma_t \rangle (r) = \frac{\Delta \Sigma(r)}{\Sigma_{\text{crit}}},$$

(3.3)

where $$\Delta \Sigma(r) = \Sigma(< r) - \Sigma(r)$$ is the difference between the mean projected surface density enclosed by $$r$$ and the mean projected surface density in an annulus at $$r$$, and $$\Sigma_{\text{crit}}$$ is the critical surface density

$$\Sigma_{\text{crit}} = \frac{c^2}{4\pi G D_l D_{ls}} D_s,$$

(3.4)

with $$D_l$$, $$D_s$$ and $$D_{ls}$$ the angular diameter distance to the lens, the source, and between the lens and the source respectively.

Since we do not have redshifts for all galaxies we separate the lenses from the sources using magnitude cuts (see e.g. Hoekstra et al. 2004). Objects with $$19.5 < m_r < 21.5$$ are defined as lenses, and objects with $$22.0 < m_r < 24.0$$ are sources. We discard objects with ellipticities larger than 1, and objects that have a SExtractor flag raised. Using these selection criteria we find $$7.3 \times 10^5$$ lenses and $$5.9 \times 10^6$$ sources. The corresponding effective source number density is 6.3 arcmin$$^{-2}$$, which is five times higher than the source density of 1.2 arcmin$$^{-2}$$ used in the SDSS analysis (Mandelbaum et al. 2005a). To obtain the approximate redshift distribution of the lenses and sources, we apply identical magnitude cuts to the photometric redshift catalogues of the Canada-France-Hawaii-Telescope Legacy Survey (CFHTLS) “Deep Survey” fields (Ilbert et al. 2006). We stack the signals of all the lenses in the RCS2, and azimuthally average them in radial bins. To remove the contributions of systematic shear (from, e.g., the image masks), we subtract the signal computed around random lenses from the signal around the real lenses. We measure the source galaxy overdensity as a function of lens-source separation, and boost the signal to correct for the contamination as outlined in Section 3.3.3. Figure 3.5 shows the tangential shear, and the inset shows the signal at small scales using a linear vertical scale.

We also measure the cross shear around the lenses by rotating the background galaxies 45° and repeating the measurement. Gravitational lensing does not produce cross shear, and a non-zero signal indicates the presence of residual systematics in the catalogues. We indicate the cross shear with the red symbols in the inset in Figure 3.5, and note that it is consistent with zero on all scales.

For reference, we fit a singular isothermal sphere (SIS) and a Navarro-Frenk-White (NFW) profile (Navarro et al. 1996) to the tangential shear on scales between 0.2 and 0.6 arcminutes ($$\sim$$60-180 $$h_{70}^{-1}$$kpc at the median lens redshift $$z_{\text{med}} = 0.34$$). The SIS signal is given by

$$\gamma_{t,\text{SIS}}(r) = \frac{r_E}{2r} = \frac{4\pi\sigma^2}{c^2} \frac{D_{ls}}{D_s} \frac{1}{2r},$$

(3.5)

where $$r_E$$ is the Einstein radius and $$\sigma$$ the velocity dispersion. We indicate the best fit SIS model with the dashed line in Figure 3.5. The NFW density profile
Figure 3.5: Galaxy-mass cross-correlation function around $7.3 \times 10^5$ apparent magnitude selected lenses measured with $5.9 \times 10^6$ sources. The black symbols are the tangential shear, the red symbols are the cross shear. The top axis shows the projected separation in physical units for the median lens redshift $z_{\text{med}} = 0.34$. The inset shows the signal on a linear scale for small separations. The signal has been corrected for contributions from systematic shear, and boosted to account for source galaxy contamination. The dashed (dotted) line shows the best fit SIS (NFW), fitted to the shear on scales between 0.2 and 0.6 arcminutes. The clustering of galaxies causes excess shear at scales > 1 arcminutes.

is given by

$$\rho(r) = \frac{\delta_c \rho_c}{(r/r_s)(1 + r/r_s)^2},$$

(3.6)

with $\delta_c$ the characteristic overdensity of the halo, $\rho_c$ the critical density for closure of the universe, and $r_s = r_{200}/c_{\text{NFW}}$ the scale radius, with $c_{\text{NFW}}$ the concentration parameter. The NFW profile is specified by two free parameters: the mass and the concentration parameter. Since numerical simulations have shown that the concentration depends on the mass and redshift of the halo, we can reduce the number of free parameters in the fit by adopting a mass-
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concentration relation. We use the mass-concentration relation from Duffy et al. (2008), which is based on numerical simulations using the best fit parameters of the WMAP5 cosmology. It is given by

\[ c_{\text{NFW}} = 5.71 \left( \frac{M_{200}}{2 \times 10^{12} h^{-1} M_\odot} \right)^{-0.084} \left(1 + z\right)^{-0.47}, \]

(3.7)

with \( M_{200} \) the mass in units of \( h^{-1} M_\odot \). \( M_{200} \) is defined as the mass inside a sphere with radius \( r_{200} \), the radius where the density is 200 times the critical density \( \rho_c \). We use the median lens redshift \( z_{\text{med}} = 0.34 \) for the stacked lenses in the NFW fit, and calculate the tangential shear profile using the analytical expressions provided by Bartelmann (1996) and Wright & Brainerd (2000). The best fit NFW profile is indicated by the dotted line in Figure 3.5.

It is clear that both the SIS and NFW profiles underestimate the signal at scales larger than \( \sim 1 \) arcminute, which corresponds to \( \sim 300 h^{-1} \) kpc at the median lens redshift. The majority of galaxies live in clustered environments, and with gravitational lensing we measure the shear induced by neighbouring galaxy haloes as well. This excess lensing signal complicates a straightforward analysis of the data. The problem could be avoided by studying the lensing signal on small scales around isolated galaxies (following Hoekstra et al. 2005), but this requires the availability of redshifts for all galaxies, which we do not have in the RCS2. Alternatively, the lensing signal can be modelled taking the clustering of the lenses into account, which enables the simultaneous study of the mass and of the clustering properties of the galaxies. This is inherent in the halo model (Seljak 2000; Cooray & Sheth 2002), which we will use here.

The lenses in a bin generally have a range of masses. The correct interpretation of the signal therefore requires knowledge of the distribution of the masses of the lens galaxies, an issue we return to at the end of Section 3.4.

3.4 Halo model

Galaxies form in the gravitational potential of dark matter haloes and therefore trace the large scale distribution of matter in the universe. The quantity that describes the relation between galaxies and dark matter is referred to as galaxy biasing. The description of galaxy biasing is non-trivial as the physics governing galaxy formation is complex, and the bias may depend on the dark matter halo mass, environment, scale and redshift (e.g. Cresswell & Percival 2009; Coupon et al. 2011; Kovač et al. 2011). To gain insight into the relation between galaxies and dark matter the weak lensing signal around galaxies can be used, as it measures the correlation between the galaxies and the surrounding dark matter distribution. These lensing measurements provide constraints for models of the large scale distribution of matter, which are commonly described with the power spectrum of the density fluctuations (e.g. Peacock & Dodds 1996; Smith et al. 2003). For a given power spectrum, the lensing signal can be computed directly (Guzik & Seljak 2001):

\[
\gamma_t(\theta) = 6\pi^2 \left( \frac{H_0}{c} \right)^2 \Omega_M \int_0^\infty d\chi W_1(\chi) \frac{f(\chi)}{a(\chi)} \int dk kP(k, \chi)J_2(kr(\chi)\theta),
\]

(3.8)
with \( r(\chi) \) the angular comoving distance, \( \chi \) the radial distance (in a flat universe, \( r(\chi) = \chi \) and \( \chi = a^{-1} D_A \) with \( a \) the scale factor and \( D_A \) the angular diameter distance), \( W_1(\chi) \) the normalized radial distribution of the lenses, \( f(\chi) = \int_\chi^\infty d\chi' g(\chi, \chi') W_2(\chi') \), with \( W_2(\chi') \) the radial distribution of the sources, and

\[
g(\chi, \chi') = \frac{D_1D_{1a}}{D_{a(z_i)}}.
\]

(3.9)

\( P(k) \) is the power spectrum under consideration, and \( J_2 \) is the second Bessel function of the first kind. Instead of using a single power spectrum to describe the distribution of matter in the universe, it is beneficial to consider the various components that contribute, as is done in the halo model. This allows a simultaneous study of the halo masses of galaxies and of their clustering properties.

In the halo model the mass distribution in the universe is described as a distinct number of dark matter haloes that are clustered. As the large scale spatial distribution of haloes is unlikely to affect the physics inside individual haloes, and vice versa, the description of the model can be separated into two steps: the halo mass function and the bias at large scales, and the halo occupation distribution at small scales.

The large scale distribution of haloes can be described by the halo number density. In the Press-Schechter approach (Press & Schechter 1974) the dark matter haloes are assumed to form by spherical collapse. This, however, leads to a halo number density that overestimates the abundance of galaxies below the non-linear mass scale. Better agreement with numerical simulations of hierarchical structure formation comes from the assumption of ellipsoidal rather than spherical collapse (Sheth et al. 2001). The number density of bound objects is generally written as

\[
n_h(M, z)dM = \frac{\bar{\rho}}{M} f(\nu)d\nu,
\]

(3.10)

where \( n_h(M, z) \) is the halo mass function which depends on the halo mass \( M \) and redshift \( z \), and \( \bar{\rho} \) is the mean matter density of the universe at redshift \( z \). Unless explicitly stated otherwise we use \( M = M_{200} \). The peak height \( \nu \) is given by

\[
\nu = \left( \frac{\delta_{ac}(z)}{\sigma(M, z)} \right)^2,
\]

(3.11)

with \( \delta_{ac}(z) \) the critical overdensity required for spherical collapse at redshift \( z \), and \( \sigma(M, z) \) the rms of the density fluctuation field on the scale \( R = (3M/4\pi \bar{\rho})^{1/3} \), extrapolated to \( z \) using linear theory. In the case of ellipsoidal collapse, \( f(\nu) \) is given by (Sheth et al. 2001)

\[
f(\nu) = A \left( 1 + (av)^{-p} \right) \nu^{-1/2} e^{-av/2},
\]

(3.12)

with \( a = 0.707 \), \( p = 0.3 \), and \( A = 0.13683 \) a constant that is determined by requiring \( \int f(\nu)d\nu = 1 \) (i.e. mass conservation).

How the haloes trace the mass is given by the halo-to-mass bias, which is defined as the ratio of the power spectrum of the halo distribution to the power spectrum of the matter distribution. We use an analytical formula for the bias
as given by Sheth et al. (2001), but incorporate the adjustments described in Tinker et al. (2005):

\[ b(\nu) = 1 + \frac{1}{\sqrt{a} \delta_{vc}} \times \left[ \sqrt{a(\nu)} + \sqrt{ab(\nu)}^{1-c} - \frac{(\nu)^c}{(\nu)^c + b(1-c)(1 - c/2)} \right], \]  

with \( a = 0.707, b = 0.35 \) and \( c = 0.80 \). The scale dependence of the bias is given by

\[ b^2(\nu, r) = b^2(\nu) \left[ 1 + 1.17 \xi_m(r)^{1.49} \right] \left[ 1 + 0.69 \xi_m(r)^{2.09} \right], \]  

where \( \xi_m(r) \) is the matter correlation function, which in turn is the Fourier transform of the non-linear power spectrum \( P_{NL}(k) \) from Smith et al. (2003), and \( r \) is the distance to the centre of the halo.

To describe how the galaxies and dark matter are distributed within the haloes, we closely follow the approach outlined in Guzik & Seljak (2002) and Mandelbaum et al. (2005b). Galaxies living inside dark matter haloes are divided into two classes; they are either a central galaxy located in the central halo, or a satellite galaxy located in a subhalo inside the central halo. The fraction of satellites in a certain sample of galaxies is denoted by \( \alpha \). The number of satellites in a central halo is described by the halo occupation distribution (HOD). Galaxy formation simulations (e.g. Zheng et al. 2005; Kravtsov et al. 2004) show that the HOD is well approximated by a powerlaw \( N_s(M) \propto M^\epsilon \) with \( \epsilon = 1 \), which is cut off below a certain minimal halo mass. Rather than this steep cut off, we follow Mandelbaum et al. (2005b) and assume a more gradual transition, and use \( \epsilon = 2 \) for halo masses smaller than \( M_{\text{char}} \), whilst \( \epsilon = 1 \) for halo masses larger than \( M_{\text{char}} \), where \( M_{\text{char}} = 3M_h \). \( M_h \) is the typical halo mass of a certain set of galaxies (for example the galaxies selected in a luminosity bin). The amplitude is determined by normalizing to the total number of satellites in the set.

3.4.1 Lensing signal from the halo model

We now proceed to explain how the lensing signal is computed. The ensemble averaged tangential shear is the sum of the signal around central galaxies and satellites, since we cannot distinguish between them. We compute each contribution separately, starting with the signal around central galaxies. It is assumed that the central galaxies are located at the centre of the dark matter haloes. Two terms contribute to the lensing signal around central galaxies: the signal coming from the halo where the galaxy resides \( (\gamma_{t,\text{cent}}^1) \), and the signal from nearby haloes \( (\gamma_{t,\text{cent}}^2) \). Hence the total signal around central galaxies is given by

\[ \gamma_{t,\text{cent}} = \gamma_{t,\text{cent}}^1 + \gamma_{t,\text{cent}}^2. \]  

The density profiles of the central haloes are assumed to be NFW, which we compute using the mass-concentration relation from Duffy et al. (2008) given by Equation (3.7). By picking a central halo mass we can thus compute the tangential shear of the central halo term directly, as spectroscopic redshifts are
available for all lenses.

The calculation of $\gamma^{2h}_{\text{cent}}$ requires the power spectrum describing the correlation between the galaxy in the central halo and the dark matter of nearby haloes:

$$P^{2h}_{\text{cent}}(k, M_h, r) = b_g(M_h, r) \frac{P_{\text{NL}}(k)}{(2\pi)^3} \times \int_0^{M_{\text{lim}}} \text{d}v f(\nu) b(\nu, r) y_{\text{dm}}(k, M),$$

(3.16)

with $b_g(M_h, r)$ the bias of the central galaxy, $P_{\text{NL}}(k)$ the non-linear power spectrum from Smith et al. (2003), and $y_{\text{dm}}(k, M)$ the radial Fourier transform of the central halo density profile divided by mass:

$$y_{\text{dm}}(k, M) = \frac{1}{M} \int_0^{r_{200}} \text{d}r 4\pi r^2 \rho_{\text{dm}}(r, M) \frac{\sin(kr)}{kr},$$

(3.17)

which we calculate using the analytical formula given in Pielorz et al. (2010).

The dark matter profiles of adjacent haloes cannot overlap, which is prevented by implementing halo exclusion. Different approaches to halo exclusion have been used in the literature. For example, Cacciato et al. (2009) set the two-halo correlation function to zero below $r_{180}$, which leads to a sharp truncation in the halo models. We follow the approach of Tinker et al. (2005), which leads to a more natural smooth cut-off: the integral in Equation (3.16) is cut off for masses greater than $M_{\text{lim}}$ which is chosen such that the $r_{200}$ of the central halo does not overlap with the $r_{200}$ of nearby haloes: $r_{200}(M_h) + r_{200}(M_{\text{lim}}) = r$.

It should be noted that this choice, as any other halo exclusion approach, is an approximation. Ultimately, numerical simulations should be used to provide improved estimates for $P^{2h}_{\text{cent}}$. Note that $P^{2h}_{\text{cent}}(k, M_h, r)$ not only depends on the wavenumber but also on the projected separation $r$, because of the scale dependence of the bias and the implementation of halo exclusion.

The contribution of the satellites to the lensing signal consists of three terms: the signal from the subhalo where the satellite resides ($\gamma^{\text{trunc}}_{t, \text{sat}}$), the signal from the central halo in which the subhalo resides ($\gamma^{1h}_{t, \text{sat}}$), and the signal from nearby haloes ($\gamma^{2h}_{t, \text{sat}}$). Hence the total signal around satellites is given by

$$\gamma_{t, \text{sat}} = \gamma^{\text{trunc}}_{t, \text{sat}} + \gamma^{1h}_{t, \text{sat}} + \gamma^{2h}_{t, \text{sat}}.$$  

(3.18)

First we compute the lensing signal of the subhalo, $\gamma^{\text{trunc}}_{t, \text{sat}}$, following Mandelbaum et al. (2005b). The density profile is assumed to follow an NFW profile in the inner regions. The outer regions of the subhalo are tidally stripped of its dark matter by the central halo. Due to this stripping the lensing signal is proportional to $r^{-2}$ at radii larger than the truncation radius. Based on good agreement with numerical simulations, Mandelbaum et al. (2005b) chose a truncation radius of $0.4r_{200}$, and we use the same. This choice corresponds to roughly 50% of the dark matter being stripped from the subhalo.

To compute the lensing signal induced by the halo where the subhalo resides, we calculate the power spectrum describing the correlation between the subhalo and the dark matter profile of the central halo:

$$P^{1h}_{\text{sat}}(k, M_h) = \frac{1}{(2\pi)^3} \int \text{d}v f(\nu) N_a(M, M_h) \times y_{\text{dm}}(k, M) y_g(k, M),$$

(3.19)
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with \( \bar{n} \) the mean galaxy number density, which can be determined using \( \bar{n} = \frac{\hat{\rho}}{\hat{\rho} f(\nu) N_s(M; M_h)} \), and \( y_g \) the radial Fourier transform of the radial distribution of satellites around the central halo. We assume that the radial distribution of satellites follows an NFW profile with a concentration \( c_g \), given by the mass-concentration relation from Duffy et al. (2008). To assess the sensitivity to the shape of the radial distribution of the satellites, we also calculate the \( \gamma_{\text{t,sat}}^{1h} \) term using a \( c_g \) that is varied by a factor of two. We find that this change mainly impacts the model signal at small scales: for a larger (smaller) concentration, the signal increases (decreases). At scales larger than a few hundred kpc, the change in the model signal is negligible. When we fit these adjusted models to the data, we find that the best fit model parameters do not change significantly. We conclude that the signal-to-noise of our data currently does not enable us to discriminate between halo models with different radial distributions of satellite galaxies.

Finally we compute the contribution from nearby haloes to the lensing signal around satellite galaxies:

\[
P_{\text{sat}}^2(k, M_h, r) = \frac{P_{\text{NL}}(k)}{(2\pi)^3} \int_0^{M_{\text{lim}}} \nu f(\nu)b(\nu, r)y_{\text{dm}}(k, M) \times \frac{\hat{\rho}}{\bar{n}} \int \nu f(\nu)b(\nu, r) N_s(M, M_h) \frac{y_g(k, M)}{M}.
\]

The three power spectra are converted into their respective shear signals using Equation (3.8), and the contributions from the central galaxies and satellites are combined to yield

\[
\gamma_t = (1 - \alpha) \gamma_{\text{t,cent}} + \alpha \gamma_{\text{t,sat}},
\]

where \( \alpha \) is the fraction of satellites of the sample. The resulting model is compared to the data.

The lens sample is selected to cover a range in an observable, such as luminosity or stellar mass, as the relation between the mean observable and the lensing mass is a useful constraint for simulations. The dark matter haloes of the lenses from such a sample have different masses, however, and it is therefore important to account for the scatter in the observable-halo mass relation. If the halo mass distribution is well-known, this can be done by integrating the models over the distribution of halo masses. Unfortunately, the distribution is generally not accurately known as the lenses span a considerable range in observable, redshift and environment. A simpler approach is to study how the lensing mass is related to the mean halo mass for a given halo mass distribution. This approach, which was proposed by Mandelbaum et al. (2006), provides the leading-order correction for the scatter, and we use it in this paper.

3.5 Comparison with dynamical mass

The dynamical mass traces the gravitational potential of a galaxy at small scales, and typically provides estimates of the total mass enclosed by the effective radius, which is of the order of a few kpc. Comparison to the mass derived from strong lensing shows that both estimates agree well for early-type galaxies.
In contrast, weak lensing traces the gravitational potential at much larger scales, and the mass is usually determined within \( r_{200} \), whose values range between a few tens to a few hundreds of kpc. To study how the dynamical mass is related to the weak lensing mass, we measure the lensing signal for galaxies divided into seven dynamical mass bins, as detailed in Table 3.1. The lensing signal of the stacked galaxies in each bin is shown in Figure 3.6. We fit our halo model to the lensing signal in the distance interval between 50 \( h_{70}^{-1} \) kpc and 2 \( h_{70}^{-1} \) Mpc. At scales smaller than 50 \( h_{70}^{-1} \) kpc the lensing signal is very noisy, since we do not have many sources at small separations, and lens light contamination might bias the shear signal. At scales larger than 2 \( h_{70}^{-1} \) Mpc we measure the lensing signal using mainly sources that reside at the edge of the images, where the PSF ellipticity is large for the data taken prior to a change in the MegaCam configuration\(^7\) (up to 15\%), and the residual PSF systematics noticeably bias the lensing signal. We fit for the central halo mass and the satellite fraction, and use Equation (3.13) to compute the bias because the lensing signal is not well constrained at scales \( >3 h_{70}^{-1} \) Mpc.

We impose two priors on the fits. Firstly, we do not fit halo masses that are lower than the mean stellar mass of the galaxies in the bin. This prior could introduce a bias if the assumed IMF is significantly different from the true one, leading to stellar mass estimates that are too high, but this is not expected to be the case. The second prior we impose is on the satellite fraction, which is not well constrained by the data for the most massive galaxies and is anti-correlated with the best fit halo mass (see Appendix 3.C for details). To prevent this from biasing the halo mass low, we limit the range of fitted satellite fractions to be less than 20\% in the three highest dynamical mass bins as they contain galaxies that are expected to be nearly exclusively centrals. The best fit halo model for each bin is also shown in Figure 3.6. We find that the model fits the data well. The resulting best fit halo masses for the early- and late-type galaxies are shown in Figure 3.7, and detailed in Table 3.1. The error bars on the best fit halo mass (satellite fraction) indicate the 1\( \sigma \) deviations determined by marginalizing over the satellite fraction (halo mass).

For the early-type galaxies, we find that the dynamical mass correlates well with the halo mass. The halo mass is \( \sim10 \) times larger than the mean dynamical mass for \( M_{\text{dyn}} < 1 \times 10^{11} h_{70}^{-1} M_{\odot} \), which increases to a factor \( \sim50 \) for the highest dynamical mass bins, as the galaxy dark matter haloes extend far beyond the effective radius. To establish whether we can scale the dynamical mass to the lensing mass, we replace \( R_e \) with the best fit lensing \( r_{200} \) in Equation (3.1). We find that the rescaled dynamical masses are 8 times larger than the best fit lensing masses for D1 and D2, but the difference decreases for the more massive bins: the rescaled dynamical mass is only 40\% larger than the best fit lensing mass for D7. We therefore cannot simply rescale the mean dynamical mass to the lensing mass. Note that at the high mass end, galaxies predominantly live in groups and clusters. With lensing we fit the halo mass of the entire structure, whereas the dynamical mass is determined for the individual galaxy only.

We observe that for the late-type galaxies the halo mass does not correlate
### Table 3.1: Dynamical mass results

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\log(M_{\text{dyn}})$</th>
<th>$n_{\text{lens}}$</th>
<th>$\langle z \rangle$</th>
<th>$\langle M_{\text{dyn}} \rangle$</th>
<th>$f_{\text{late}}$</th>
<th>$M_{h}^{\text{early}}$</th>
<th>$\alpha_{\text{early}}$</th>
<th>$M_{h}^{\text{late}}$</th>
<th>$\alpha_{\text{late}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
<td>(7)</td>
<td>(8)</td>
<td>(9)</td>
</tr>
<tr>
<td>D1</td>
<td>[10.00, 10.50]</td>
<td>2011</td>
<td>0.08</td>
<td>1.96</td>
<td>0.44</td>
<td>2.86$^{+4.84}_{-2.94}$</td>
<td>0.24$^{+0.11}_{-0.09}$</td>
<td>7.00$^{+6.91}_{-3.19}$</td>
<td>0.17$^{+0.11}_{-0.09}$</td>
</tr>
<tr>
<td>D2</td>
<td>[10.50, 11.00]</td>
<td>4752</td>
<td>0.10</td>
<td>5.91</td>
<td>0.35</td>
<td>5.69$^{+3.35}_{-2.89}$</td>
<td>0.41$^{+0.07}_{-0.06}$</td>
<td>1.06$^{+1.16}_{-1.04}$</td>
<td>0.11$^{+0.12}_{-0.08}$</td>
</tr>
<tr>
<td>D3</td>
<td>[11.00, 11.25]</td>
<td>2762</td>
<td>0.13</td>
<td>13.2</td>
<td>0.25</td>
<td>25.4$^{+7.86}_{-10.7}$</td>
<td>0.14$^{+0.07}_{-0.06}$</td>
<td>6.10$^{+5.30}_{-5.19}$</td>
<td>0.19$^{+0.15}_{-0.12}$</td>
</tr>
<tr>
<td>D4</td>
<td>[11.25, 11.50]</td>
<td>2281</td>
<td>0.16</td>
<td>23.6</td>
<td>0.16</td>
<td>40.3$^{+11.0}_{-10.7}$</td>
<td>0.31$^{+0.09}_{-0.08}$</td>
<td>45.1$^{+17.3}_{-17.6}$</td>
<td>0.00$^{+0.09}_{-0.09}$</td>
</tr>
<tr>
<td>D5</td>
<td>[11.50, 11.75]</td>
<td>1715</td>
<td>0.22</td>
<td>41.7</td>
<td>0.07</td>
<td>150$^{+24.4}_{-37.1}$</td>
<td>0.20$^{+0.09}_{-0.08}$</td>
<td>12.7$^{+27.0}_{-12.7}$</td>
<td>0.00$^{+0.39}_{-0.09}$</td>
</tr>
<tr>
<td>D6</td>
<td>[11.75, 12.00]</td>
<td>935</td>
<td>0.32</td>
<td>72.5</td>
<td>0.05</td>
<td>421$^{+56.7}_{-107}$</td>
<td>0.20$^{+0.09}_{-0.09}$</td>
<td>4.96$^{+66.1}_{-17.6}$</td>
<td>0.00$^{+0.20}_{-0.09}$</td>
</tr>
<tr>
<td>D7</td>
<td>[12.00, 12.50]</td>
<td>380</td>
<td>0.39</td>
<td>137.4</td>
<td>0.07</td>
<td>669$^{+184}_{-351}$</td>
<td>0.20$^{+0.09}_{-0.09}$</td>
<td>315$^{+320}_{-300}$</td>
<td>0.20$^{+0.09}_{-0.39}$</td>
</tr>
</tbody>
</table>

1. the dynamical mass range of the bin in units of $h^{-1}M_{\odot}$; 2. the number of lenses; 3. the mean redshift; 4. the mean dynamical mass in units of $10^{10}h^{-1}M_{\odot}$; 5. the fraction of late type galaxies; 6. the best fit halo mass for the early types in units of $10^{11}h^{-1}M_{\odot}$; 7. the best fit satellite fraction for the early types; 8. the best fit halo mass for the late types in units of $10^{11}h^{-1}M_{\odot}$; 9. the best fit satellite fraction for the late types.
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Figure 3.6: Lensing signal $\Delta \Sigma$ for each dynamical mass bin as a function of physical distance from the lens. The green dashed line shows the $\gamma_{1\text{h},\text{cent}}$ term, the blue dashed line the $\gamma_{2h,\text{cent}}$ term, the green dotted line the $\gamma_{1h,\text{sat}}$ term, the red dotted line the $\gamma_{2h,\text{sat}}$ term, the blue dotted line the $\gamma_{1h,\text{sat}}$ term, and the black line shows the sum of the terms. The $\gamma_{1h,\text{sat}}$ term causes a prominent bump for the two lowest dynamical mass bins, which indicates that a significant number of lenses in these bins are satellites.

well with the mean dynamical mass. In particular, the best fit halo masses of the D5 and D6 late-type bins are low. These low values may be explained if rotation constitutes a major part of the observed velocity dispersions of late-type galaxies, leading to an overestimation of the dynamical mass. Additionally, the effective radius for some late-type galaxies at high redshift may be overestimated, since a significant fraction consists of multiple objects with small separations as we observed in Section 3.2.

For early-type galaxies the dynamical mass is a useful tracer of the total mass at small scales, but it appears to be less reliable for late-type galaxies. How the dynamical mass changes for galaxies where rotation is important, or for galaxies that are populated over a large range of redshifts, may be studied with numerical simulations. In any case, it is not clear how to translate a dynamical mass estimate into a total mass estimate of the halo of a galaxy. With weak lensing we measure the total halo masses of galaxies directly, providing estimates that can easily be compared to simulations.

3.6 Luminosity results

The optical luminosity is a readily measured quantity which is related to the stellar mass, and hence the baryonic content of a galaxy. Therefore, we continue by measuring the lensing signal as a function of luminosity. We divide our lens sample into eight luminosity bins, as detailed in Table 3.2. We measure $\Delta \Sigma$ of the stacked lenses and show the results in Figure 3.8, together with the best fit halo model. The amplitude of the lensing signal clearly increases
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Figure 3.7: Best fit halo mass as a function of the mean dynamical mass. The red squares (blue triangles) denote the halo mass for the early-types (late-types). The early-/late-type division is based on the brightness profiles of the lenses. The dynamical mass correlates well with the lensing mass for the early-type galaxies, but not for the late-type galaxies.

for the brighter galaxies as expected. Furthermore, the shear from the $\gamma_{l, sat}^{lb}$ term causes a prominent bump for the fainter lenses, but not for the brighter ones. This indicates that a considerable fraction of the low luminosity lenses are satellites. We split the lenses into early- and late-types using the $frac_{deV}$ parameter as before, and study the signals separately.

There are various issues we have to address before we can interpret the measurements. First of all, lens galaxies scatter between luminosity bins due to luminosity errors. If the luminosity errors are large compared to the width of the bins this could potentially introduce a bias. This bias is greatest at the highest luminosities, where the luminosity function is steep. In this case, on average more low luminosity (and mass) galaxies scatter into the higher luminosity bins, biasing the best fit halo mass low. The average absolute magnitude
<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
<th>(12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>L2</td>
<td>L3</td>
<td>L4</td>
<td>L5</td>
<td>L6</td>
<td>L7</td>
<td>L8</td>
<td>L9</td>
<td>L10</td>
<td>L11</td>
<td>L12</td>
</tr>
<tr>
<td>L1</td>
<td>L2</td>
<td>L3</td>
<td>L4</td>
<td>L5</td>
<td>L6</td>
<td>L7</td>
<td>L8</td>
<td>L9</td>
<td>L10</td>
<td>L11</td>
<td>L12</td>
</tr>
</tbody>
</table>

Table 3.2: Luminosity results
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Figure 3.8: Lensing signal $\Delta \Sigma$ for each luminosity bin as a function of physical distance from the lens. The green dashed line shows the $\gamma^{1}_{\text{cent}}$ term, the blue dashed line the $\gamma^{2}_{\text{cent}}$ term, the green dotted line the $\gamma^{\text{trunc}}_{\text{sat}}$ term, the red dotted line the $\gamma^{1}_{\text{sat}}$ term, the blue dotted line the $\gamma^{2}_{\text{sat}}$ term, and the black line shows the sum of the terms. A significant fraction of the low luminosity lenses are satellites in larger haloes, as the $\gamma^{1}_{\text{sat}}$ term causes a prominent bump at $\sim 1$ Mpc in the lensing signal.

error is $\sim 0.03$ for $z < 0.33$, and $\sim 0.07$ for $z > 0.33$, small compared to the minimal bin-width of 0.5. We find that the induced bias is relevant for the L7 and L8 bins of the early-types only, with corrections of 4% and 7% respectively. The corrections are smaller than the measurement errors on the halo mass for these bins. We detail the calculation of the correction factor in Appendix 3.A.

When we fit a halo mass to the stacked shear signal of galaxies within a luminosity bin, the resulting mass is not equal to the mean halo mass, nor to the central mass of the original distribution (Tasitsiomi et al. 2004; Mandelbaum et al. 2005b; Cacciato et al. 2009; Leauthaud et al. 2010) because the distribution in halo mass is not uniform (in addition, the NFW profile itself depends on mass). It is useful to convert the measured lensing mass to the mean halo mass to allow comparison with simulations. The correction we have to apply depends not only on the distribution of halo masses for a given luminosity, but also on the halo mass function. Since the halo mass function is a declining function — steeply at the high mass end — we will preferentially select lower mass haloes. Hence, the underlying function from which we draw our galaxies is the halo mass function convolved with the halo mass distribution. In Appendix 3.B we discuss how we calculate the correction factor that we apply to obtain the mean of the halo mass in each luminosity bin. The values are given in Table 3.4, and range between 5-30%.

The best fit halo mass for each luminosity bin, corrected for the scatter and the width of the halo mass distribution, is given in Table 3.2, and is shown as a function of luminosity in Figure 3.9a. The error bars on the halo masses are the $1\sigma$ deviations determined by marginalizing over the satellite fraction. We fit a powerlaw of the form $M_{200} = M_{0,L}(L/L_0)^{\alpha_L}$, with a pivot $L_0 = 10^{11}$.
Figure 3.9: Best fit halo mass (top), and the mass-to-light ratio (bottom) as a function of mean luminosity. The red squares (blue triangles) denote the early-type (late-type) results. The division in early-/late-types is based on the brightness profiles of the lenses. The dashed lines are the powerlaw fits, with values as indicated in the text.

As the errors of the best fit halo masses are asymmetric due to the constraints we impose on the halo model fits, we fit the powerlaw directly to the shear measurements (with symmetric error bars). Hence we do not fit for the halo mass for each bin, but determine the best fit $M_{0,L}$ and $\beta_L$ for all bins simultaneously, whilst fitting the satellite fraction for each bin separately. Note that the best fit satellite fractions from this approach are close to the values given in Table 3.2. For the early-types, we find $M_{0,L} = 2.76^{+10.29}_{-0.20} \times 10^{13} h^{-1}_{70} M_\odot$ and $\beta_L = 2.34^{+0.09}_{-0.16}$, and for the late-types $M_{0,L} = 0.61^{+0.29}_{-0.24} \times 10^{13} h^{-1}_{70} M_\odot$ and $\beta_L = 2.2^{+0.7}_{-0.6}$, as shown in Figure 3.9a. The error on $M_{0,L}$ ($\beta_L$) is determined by marginalizing over $\beta_L$ ($M_{0,L}$). We show the 67.8%, 95.4% and 99.7% confidence limits of the two powerlaw fits in Figure 3.10. The results for the early-types are better constrained because we have more early-type galaxies in our lensing sample. These are also more massive than the late-type galaxies and hence...
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Figure 3.10: 67.8%, 95.4% and 99.7% confidence limits of the powerlaw fits between luminosity and halo mass, in red (blue) for the early-type (late-type) galaxies. The red square (blue triangle) indicates the best fit of the early-types (late-types). The powerlaw fit for the early-types is better constrained than for the late-types, because the majority of galaxies in our lens sample are early-types. The early-types also reside in more massive haloes, and consequently produce a stronger lensing signal.

We compare our analysis to two previous weak lensing studies. Hoekstra et al. (2005) measured the lensing signal of $\sim 1.4 \times 10^5$ isolated galaxies with photometric redshift $0.2 < z < 0.4$ in the RCS. In the $R$-band, they found a virial mass of $M_{R05} = 7.5^{+1.2}_{-1.1} \times 10^{11} h^{-1} M_{\odot}$ for a galaxy of luminosity $L_R = 10^{10} h^{-2} L_{\odot}$, and a powerlaw index of $\beta_{R05} = 1.6 \pm 0.2$. We use the transformations from Lupton (2005)$^8$, and find that $r \approx R + 0.24$ for the early-type galaxies in our sample, which make up the majority of the lenses. We convert
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Mass-to-light ratio

with the preliminary RCS2 cluster catalogue, to be presented in a future publication.

To identify those lenses, we cross-correlate our lens sample with a large number of the galaxies in our brightest luminosity bins reside in groups or small clusters. To identify those lenses, we cross-correlate our lens sample with the preliminary RCS2 cluster catalogue, to be presented in a future publication.

3.6.1 Mass-to-light ratio

A large number of the galaxies in our brightest luminosity bins reside in groups or small clusters. To identify those lenses, we cross-correlate our lens sample with the preliminary RCS2 cluster catalogue, to be presented in a future publication.
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cation. We take galaxies with a separation <360h^{-1}\text{kpc} from the cluster centre, and within 0.05 from the cluster redshift, to be cluster members. Using these criteria, we find that from L5 to L7, 3%, 26%, 43% of the late-type galaxies, and from L5 to L8, 12%, 31%, 48% and 66% of the early-type galaxies can be associated with clusters. The best fit halo mass of these galaxies is the mass of the group or cluster within r_{200}, while the luminosity is only measured for the lens galaxy. The resulting mass-to-light ratio, shown in Figure 3.9b, is therefore higher than what we would measure for the individual galaxies, or for the clusters.

To obtain the mass-to-light ratios of the groups and clusters, we estimate the amount of additional luminosity coming from other cluster members within r_{200}. We assume that the spectral energy distributions (SEDs) of the galaxies physically associated with the lens are similar to the SED of the lens, and convert their apparent magnitudes to absolute magnitudes using the same conversion that has been used for the lenses. The apparent magnitudes we use are those from the photometric catalogues from Gilbank et al. (2011). As these catalogues do not cover all fields (e.g. the fields in the uncompleted patch 1303), only \sim 90% of the lenses are used for the calculation of L_{200}. We measure the source galaxy overdensity as in Section 3.3.3 using all the galaxies with m_{\text{low}} < m_r < 24, where m_{\text{low}} is the magnitude of the brightest galaxy that resides at the lens redshift, and calculate the mean luminosity overdensity as a function of lens-source separation. m_{\text{low}} is determined by selecting the brightest galaxy in the photometric redshift catalogues from Ilbert et al. (2006) that resides at the redshift of the lens or higher. We sum the luminosity overdensity to r_{200} and add it to the lens luminosity to obtain the total luminosity within r_{200}, L_{200}. To make sure that we do not miss a significant fraction of L_{200} from galaxies with m_r > 24, we also calculate L_{200} using an upper limit of 23.5, and find that the results do not change significantly. The values of L_{200} are given in Table 3.2. We show the mass-to-light ratio M_{200}/L_{200} as a function of L_{200} in Figure 3.11. For L_{200} < 10^{11} h_7^{-2}\text{L}_\odot we calculate the weighted mean, and find a value of M_{200}/L_{200} = 42 \pm 10 h_7^2\text{M}_\odot/\text{L}_\odot for early-type galaxies, whilst M_{200}/L_{200} = 17 \pm 9 h_7^2\text{M}_\odot/\text{L}_\odot for late-type galaxies. The total mass-to-light ratio increases with L_{200} for the early-types to \sim 180 h_7^2\text{M}_\odot/\text{L}_\odot at L_{200} = 5 \times 10^{11} h_7^2\text{L}_\odot. The total mass-to-light ratio is roughly a factor of two larger for early-types than for late-types. This suggests that the difference in the best fit halo mass between early- and late-types for a given luminosity is not solely due to the fact that early-types reside in denser environments, but is at least partly intrinsic. The value of L_{200} for the L7 late-type bin could not be robustly determined, and is excluded from the results.

We compare our results to the M_{200}/L_{200} from Sheldon et al. (2009a,b) which have been determined for the clusters in the maxBCG catalogue (Koester et al. 2007). The quoted values of L_{200} in their work have been measured in the i-band, and are calculated using a k-correction to z = 0.25. We convert them to the r-band luminosities we use by accounting for the mean difference between i-band and r-band absolute magnitudes of early-type galaxies at z = 0.25, the mean difference between the k-corrections to z = 0.25 and z = 0.0, and the difference between the i-band and r-band solar magnitudes. The final conversion factor is small as the corrections partly cancel each other, and we convert their luminosities to our definition by multiplying them by 1.06. Note that we do not account for differences in the redshift evolution of the luminosities, as it is not
Figure 3.11: Mass-to-light ratio using the total halo mass and luminosity within $r_{200}$, as a function of $L_{200}$. The red squares (blue triangles) denote the early-type (late-type) results. The hatched area indicates the converted $M_{200}/L_{200}$ of the maxBCG clusters from Sheldon et al. (2009a). The $M_{200}/L_{200}$ for individual galaxies at low luminosities are naturally extended to the ratios for the maxBCG clusters.

mentioned in Sheldon et al. (2009a) which correction, if any, they have used. The converted $M_{200}/L_{200}$ from Sheldon et al. (2009a) are indicated with the hatched area in Figure 3.11. The mass-to-light ratios overlap, and the ratios we have determined, for individual galaxies at low luminosities, and for galaxy groups and small clusters at high luminosities, are naturally extended to the $M_{200}/L_{200}$ of clusters from the maxBCG cluster sample.

3.6.2 Satellites fraction

Figure 3.12 shows the best fit satellite fraction as a function of luminosity. The satellite fraction is decreasing with increasing luminosity for the early-type galaxies, from $\sim 40\%$ at $L_r = 10^{10} h_{70}^2 L_\odot$ to $< 10\%$ at $L_r = 10^{11} h_{70}^2 L_\odot$. For the
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Figure 3.12: Best fit satellite fraction as a function of mean luminosity. The red squares (blue triangles) denote the satellite fraction for the early-type (late-type) galaxies. The satellite fraction decreases with luminosity for the early-types, and no trend is observed for the late-types. The dashed area indicates the area excluded by the prior on the satellite fraction.

late-type galaxies, no clear trend with luminosity is observed, and the satellite fraction has a value of 0-20%. The satellite fractions are not well constrained for the highest luminosity bins. As demonstrated in Appendix 3.C, the sum of the halo model satellite terms has the same shape as the central term at the high halo mass end. As a result, the halo model fit cannot discriminate between the two profiles. The implementation of a more sophisticated description of the truncation of the subhaloes is necessary to improve the constraints on the satellite fraction at the high luminosity/stellar mass end. For instance, recent work by Limousin et al. (2009) suggests that massive early-type satellite galaxies are stripped of a far larger fraction of their dark matter than the 50% we have assumed so far, and we discuss the implications in Appendix 3.C.

Mandelbaum et al. (2006) find a satellite fraction of 10-15% for late-type galaxies, independent of stellar mass or luminosity. The satellite fraction for
early-types decreases with luminosity from 27% at $\langle L/L_0 \rangle = 1.1$ to 15% at $\langle L/L_0 \rangle = 4.9$, and both trends are consistent with our findings.

### 3.7 Stellar mass results

The stellar mass of a galaxy is believed to be a better tracer of the baryonic content of a galaxy than the luminosity, as it is less sensitive to recent star formation. Therefore, we divide our lens sample into seven stellar mass bins and study the lensing signal. The details of the samples are listed in Table 3.3. Figure 3.13 shows the lensing signal of the stacked lenses in each bin, together with the best fit halo model. Similar to the luminosity results, we find that the lensing signal increases with stellar mass, and observe the presence of the $\gamma^{1h}_{t,\text{sat}}$ bump for the lower stellar mass bins. We split the lens sample into early- and late-types using the $\text{frac}_{\text{deV}}$ parameter as before, and study the signals separately.

To interpret the results, we have to account for a number of issues. The random stellar mass errors are about 0.1 dex, independent of stellar mass, and do not include the systematic error. The random error determines the scattering of lenses amongst bins, and its value is large compared to the bin width. We calculate the bias resulting from this scatter in Appendix 3.A, and find that the best fit halo masses have to be corrected with a factor ranging between 0.9 – 1.4. Once corrected for the scatter, we convert the lensing mass to the mean halo mass. This correction has already been introduced in Section 3.6,
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Figure 3.14: Best fit halo mass as a function of mean stellar mass. The red squares (blue triangles) denote the early-type (late-type) galaxies. The separation of the lenses into early/late-types is based on their brightness profiles. The dashed lines are the powerlaw fits, with values as indicated in the text. For stellar masses lower than $10^{11} h_{70}^{-1} M_{\odot}$ the best fit halo masses of early- and late-type galaxies are similar, but for $M_* > 10^{11} h_{70}^{-1} M_{\odot}$ we find that the best fit halo masses of early-types are larger.

and we discuss in Appendix 3.B how we calculate it. We increase the corrected halo mass accordingly to obtain the mean halo mass (see Table 3.4 for details).

The resulting halo masses are given in Table 3.3, and shown in Figure 3.14. This figure shows that the relation is different for early-types and late-types. Below a stellar mass of $10^{11} h_{70}^{-1} M_{\odot}$, the halo mass is similar for both galaxy types, but for stellar masses larger than $10^{11} h_{70}^{-1} M_{\odot}$ the halo masses of early-type galaxies are more massive for a given stellar mass than the halo masses of late-type galaxies, and increase more steeply with stellar mass. These trends in the stellar mass to halo mass relation are in agreement with those found by Mandelbaum et al. (2006).

We fit a powerlaw of the form $M_{200} = M_{0,M} (M_*/M_0)^{\alpha_M}$, with $M_0 =$
Table 3.3: Stellar mass results

<table>
<thead>
<tr>
<th>Sample</th>
<th>log(M_{\ast})</th>
<th>n lens</th>
<th>(z_{h})</th>
<th>(M_{\ast})</th>
<th>f late</th>
<th>(M_{\ast})</th>
<th>f early</th>
<th>(M_{\ast})</th>
<th>(z)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(II)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(I)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sample log stellar mass results

- **\(M_{\ast}\)**: Stellar mass range of the bin in units of \(10^{10} h_{70}^{-1} M_{\odot}\).
- **n lens**: Number of lenses.
- **\(z_{h}\)**: Mean redshift.
- **\(M_{\ast}\)**: Mean stellar mass in units of \(10^{10} h_{70}^{-1} M_{\odot}\).
- **f late**: Fraction of late type galaxies.
- **\(M_{\ast}\)**: Best fit halo mass for the early types in units of \(10^{11} h_{70}^{-1} M_{\odot}\).
- **f early**: Best fit satellite fraction for the early types.
- **\(M_{\ast}\)**: Total stellar mass within \(r_{200}\) for the early types in units of \(10^{10} h_{70}^{-1} M_{\odot}\).
- **\(M_{\ast}\)**: Best fit halo mass for the late types in units of \(10^{11} h_{70}^{-1} M_{\odot}\).
- **f late**: Best fit satellite fraction for the late types.
- **\(M_{\ast}\)**: Total stellar mass within \(r_{200}\) for the late types in units of \(10^{10} h_{70}^{-1} M_{\odot}\).
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Figure 3.15: 67.8%, 95.4% and 99.7% confidence limits of the powerlaw fits between stellar mass and halo mass, in red (blue) for the early-type (late-type) galaxies. The red square (blue triangle) indicates the best fit of the early-types (late-types). The solid contour lines result from fitting the powerlaw to all the lensing data as described in the text. The dashed contours are the results from fitting the powerlaw between stellar mass and halo mass to the measurements in Mandelbaum et al. (2006).

\[ M_{200}(M_\ast = 2 \times 10^{11} h_{70}^{-1} M_\odot) = 1.6 \pm 0.9 \times 10^{12} h_{70}^{-1} M_\odot \]

In order to compare with the results of Mandelbaum et al. (2006), we lower their halo masses by 30% to account for the difference between \( M_{\text{vir}} \) and \( M_{200} \). We compare the halo masses of the bins with comparable mean stellar mass, and find that the best fit halo masses generally agree well. We fit a powerlaw between stellar mass and halo mass to their results, and the dashed contours in

\[ 2 \times 10^{11} h_{70}^{-1} M_\odot, \] fitting the lensing measurements simultaneously as we did for the luminosities. For the early-types, we find \( M_{0,\text{M}} = 11.6 \pm 0.9 \times 10^{12} h_{70}^{-1} M_\odot \) and \( \beta_{\text{M}} = 1.9 \pm 0.1 \), and for the late-types \( M_{0,\text{M}} = 3.7^{+2.6}_{-1.9} \times 10^{12} h_{70}^{-1} M_\odot \) and \( \beta_{\text{M}} = 1.2 \pm 0.4 \). These fits are shown in Figure 3.14 as the dashed red and blue lines for the early- and late-type galaxies respectively. We show the 67.8%, 95.4% and 99.7% confidence limits of the two powerlaw fits in Figure 3.15.
Figure 3.15 show the resulting best fit normalisation and slope. The results of the late-types agree, although the errors are large. For the early-types, Mandelbaum et al. (2006) find a somewhat steeper slope and a higher offset. Note that this difference is mostly driven by their highest stellar mass bin, for which they fit a halo mass that is 50% larger than what we find for our corresponding bin. If we exclude that point from the fit, the 1σ contours overlap.

Moster et al. (2010) used numerical simulations to predict the relation between stellar mass and halo mass. We find that for $M_* < 4 \times 10^{11} h^{-1}_{70} M_\odot$, the halo masses we have determined are about 1-2 σ lower than their models. At higher stellar masses, the discrepancy is significantly larger. Not only their model, but also the models of various other groups (e.g. Wang et al. 2006; Croton et al. 2006; Somerville et al. 2008; Behroozi et al. 2010; Neistein et al. 2011) predict that the halo masses of galaxies with a stellar mass $> 10^{11} h^{-1}_{70} M_\odot$ increases rapidly as a function of stellar mass, a trend we do not observe in our measurements. This would imply that the predicted relation between stellar mass and halo mass for galaxies with $M_* > 4 \times 10^{11} h^{-1}_{70} M_\odot$ is too steep, possibly because the relation has not yet been well constrained by observations in this mass range. Although contamination of the high stellar mass bins by unresolved mergers may bias the best fit halo masses low, we estimate that this is not sufficient to explain the discrepancy.

3.7.1 Baryon conversion efficiency

To study the efficiency of star formation as a function of stellar mass, we measure the baryon conversion efficiency $\eta = M_*/(M_h \times f_b)$, where $f_b = \Omega_b/\Omega_M$ is the cosmological baryon fraction. We cannot simply use the mean stellar and halo mass, because we measure the halo mass of the environment where the galaxy resides. The mean stellar mass, however, is determined using the individual lenses only, which leads to an underestimation of $\eta$. To account for this, we estimate the additional amount of stellar mass within $r_{200}$ assuming that the SEDs of the cluster members are similar to that of the lens galaxy. Under that assumption we determine $M_{*, 200} = (M_*) \times (L_{200}/L_r)$, where $L_{200}$ is the total luminosity within $r_{200}$ as discussed in Section 3.6.1. The error bars assume that the number of source galaxies in each radial bin follows a Poisson distribution. We give the values of $M_{*, 200}$ in Table 3.3, and plot $\eta$ as a function of $M_{*, 200}$ in Figure 3.16.

The stars that make up the diffuse intracluster light (ICL) also contribute to the total stellar mass. The ICL typically makes up 10–20% of the stellar light in galaxy groups and clusters (see Giodini et al. 2009, and references therein). We do not account for the additional stellar mass from the ICL, because our lens sample consists of a mixture of isolated galaxies and galaxies in groups and clusters. The average contribution from the ICL is hard to determine, particularly because the contribution for low mass structures is very uncertain. The ICL is expected to be of importance for the S6 and S7 bins only, as they contain the largest fraction of cluster associated galaxies, and the derived values of $\eta$ might at most increase with 10–20%.

We find that $\eta$ decreases from $\sim 40\%$ at $M_* \sim 5 \times 10^{10} h^{-1}_{70} M_\odot$ to a minimum of $\sim 10\%$ for a stellar mass $M_{*, 200} = 10^{12} h^{-1}_{70} M_\odot$, and seems to increase again at higher stellar masses. The baryon conversion efficiency for the late-types is higher, and no clear trend is observable because of the large errors. For
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Figure 3.16: Baryon conversion efficiency $\eta$ as a function of $M_{*,200}$, the stellar mass enclosed within $r_{200}$. The red squares (blue triangles) denote the early-type (late-type) galaxies. $\eta$ is smaller for the early-types than for the late-types for $M_{*,200} > 10^{11} h^{-1}_{70} M_{\odot}$.

some bins $\eta$ is larger than unity, but the error bars cover the reasonable range of $\eta < 1$. The value of $M_{*,200}$ for the S6 late-type bin could not be robustly determined, and is excluded from the results.

Hoekstra et al. (2005) divide the lens sample in red and blue galaxies based on their $B - V$ colour, and find that the baryon conversion efficiency for isolated blue galaxies in the magnitude range $18 < R_C < 24$ is about twice the value found for isolated red galaxies. Although we cannot compare the results in detail due to differences in the type selection and differences in the adopted IMF, our results also suggest a larger value for $\eta$ for late-type galaxies in the range $M_{*,200} > 10^{11} h^{-1}_{70} M_{\odot}$. A similar trend has also been observed in Mandelbaum et al. (2006) for stellar masses $M_* > 10^{11} h^{-1}_{70} M_{\odot}$, but note that the baryon conversion efficiencies were determined using $M_*$ instead of $M_{*,200}$, and the values are therefore lower limits.
Figure 3.17: Best fit satellite fraction as a function of the mean stellar mass. The red squares (blue triangles) denote the early-type (late-type) results. The satellite fraction decreases with stellar mass for the early-types, and no trend is observed for the late-types. The dashed area indicates the area excluded by the prior on the satellite fraction.

3.7.2 Satellite fraction

In Figure 3.17 we show the satellite fraction for the early- and late-type galaxies as a function of stellar mass. The satellite fraction of the late-types is only well determined for the S1 and S2 bins, and appears to be constant as a function of stellar mass, with a value of $\sim 10\%$. The satellite fraction of the early-types is 45$\%$ for the lowest stellar mass bin, but decreases to $< 10\%$ for $M_* \geq 2 \times 10^{11} h_{70}^{-1} M_\odot$. Mandelbaum et al. (2006) find a satellite fraction of about 10-15$\%$ for late-type galaxies, independent of stellar mass or luminosity. For the early-types, Mandelbaum et al. (2006) find that the satellite fraction decreases with stellar mass from 50$\%$ at $10^{10} h_{70}^{-1} M_\odot$ to roughly 10$\%$ at $3 \times 10^{11} h_{70}^{-1} M_\odot$, consistent with our findings.
3.8. CONCLUSIONS

3.7.3 Dependence on redshift

The stellar mass of a galaxy and the dark matter content of its halo evolve with time. The stellar mass increases as galaxies form stars and merge with satellites and other galaxies. Satellite galaxies residing in subhaloes are tidally stripped of their dark matter, whilst the dark matter content of central haloes increases due to mergers. The evolution of the relation between stellar mass and dark matter content of galaxies has been studied with numerical simulations (e.g. Moster et al. 2010; Conroy & Wechsler 2009). These simulations predict that the dark matter content of haloes that host galaxies of $M_*>10^{11} h^{-1}_{70} M_\odot$ increases faster than the stellar mass, while the stellar mass grows faster for haloes hosting galaxies of $M_*<10^{11} h^{-1}_{70} M_\odot$.

To study this, we bin the early-type galaxies in stellar mass and redshift, and measure their halo mass. To avoid the degeneracy between halo mass and satellite fraction affecting the results, we fix the satellite fraction to the value we find by fitting the halo model to all lenses in each stellar mass bin. We apply the various corrections (e.g. scattering of lenses between bins), and show the results in Figure 3.18.

The errors on the best fit halo masses are large, and we therefore do not obtain tight constraints on the evolution of the halo masses for the low stellar mass bins. For the highest stellar mass bin, however, it appears that the halo mass is smaller by roughly a factor of two for the two highest redshift slices. The redshift dependent stellar-to-halo mass relation of Moster et al. (2010) predicts that at $M_*=6 \times 10^{11} h^{-1}_{70} M_\odot$, the halo mass increases by $\sim 35\%$ between $z=0.5$ and $z=0.0$. In Leauthaud et al. (2012), the evolution of the stellar-to-halo mass relation from $z=1$ to $z=0.2$ is studied using a combined galaxy-galaxy weak lensing, galaxy spatial clustering, and galaxy number densities analysis in the COSMOS survey (Scoville et al. 2007). At stellar masses $M_* > h^{-1}_{70} 10^{11}$, the halo mass appears to decrease with redshift for a given stellar mass, but the small volume probed by COSMOS prevents a clear detection. Brown et al. (2008) study the growth of the dark matter content of massive early-type galaxies between a redshift of 0.0 and 1.0 by measuring the space density and spatial clustering of the galaxies. They find that between redshift $z=1.0$ and $z=0.0$, the dark matter haloes grow with $\sim 100\%$, while the stellar masses of these galaxies only grow with $\sim 30\%$. Conroy et al. (2007) utilizes the motions of satellite galaxies around isolated galaxies to constrain the evolution of the virial-to-stellar mass ratio, and they find that between $z \sim 1$ and $z \sim 0$ this ratio remains constant for host galaxies with a stellar mass below $1.5 \times 10^{11} h^{-1}_{70} M_\odot$, but increases by a factor $3.3 \pm 2.2$ for hosts with $M_* > 1.5 \times 10^{11} h^{-1}_{70} M_\odot$. These findings are in qualitative agreement with our results.

3.8 Conclusions

We measured the halo masses for early- and late-type galaxies and compared these to their luminosity and stellar mass. For this purpose, we measured the weak lensing signal induced by the galaxies with SDSS spectroscopy that overlap with the RCS2, and modelled the data with a halo model. This enabled us to improve the constraints on the lensing measurements for the most massive galaxies, which typically reside at redshifts where the SDSS is not very sensitive.
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Figure 3.18: Halo mass as a function of the mean stellar mass for early-type galaxies in different redshift slices. Although we lack the statistical precision to draw definite conclusions, the measurements support the view that at the high stellar mass end, galaxies at a higher redshift have lower halo masses.

The halo mass and the dynamical mass correlate well for early-type galaxies, but not for late-type galaxies. A likely explanation is that late-type galaxies are rotating, resulting in an overestimation of the velocity dispersion, and hence of the dynamical mass. Furthermore, in contrast to the dynamical mass, the weak lensing mass can easily be related to numerical simulations, and provides constraints for the models that describe the relationship between baryons and dark matter.

The halo masses of galaxies increase with luminosity and stellar mass. For a given luminosity, the halo mass of the early-types is on average about five times larger than the late-types. We fitted a powerlaw relation between the luminosity and halo mass, and find that in the range $10^{10} < L < 10^{11.5} h_{70}^{-2} L_{\odot}$, the halo mass scales with luminosity as $M_h \propto L^{2.34^{+0.09}_{-0.16}}$ and $M_h \propto L^{2.2^{+0.6}_{-0.7}}$ for the early- and late-type galaxies respectively. For an early-type galaxy with a fiducial luminosity $L_0 = 10^{11} h_{70}^{-2} L_{\odot}$, we obtain a mass $M_{200} = (2.76^{+0.19}_{-0.20}) \times 10^{13} h_{70}^{-3} M_{\odot}$. 
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We computed $L_{200}$, the additional luminosity around the lenses within $r_{200}$, and find that the $M_{200}/L_{200}$ ratio of the early-types is larger than for the late-types: for $L_{200} < 10^{11} h^{-2}_{70} L_\odot$ we find $M_{200}/L_{200} = 42 \pm 10 h_{70} M_\odot/L_\odot$ for early-types, whilst $M_{200}/L_{200} = 17 \pm 9 h_{70} M_\odot/L_\odot$ for late-types. This suggests that the difference in halo mass is not solely due to the fact that early-types reside in denser environments, but is at least partly intrinsic.

Below a stellar mass of $10^{11} h^{-1}_{70} M_\odot$ the halo mass of early- and late-types are comparable. For larger stellar masses, the best fit halo masses of the early-types are larger than the late-types. We computed $M_{*, 200}$, the total stellar mass within $r_{200}$, in order to calculate the baryon conversion efficiency $\eta$. Our results for early-type galaxies suggest a variation in efficiency with a minimum of $\sim 10\%$ for a stellar mass $M_{*, 200} = 10^{12} h^{-1}_{70} M_\odot$. The results for the late-type galaxies are not well constrained, but do suggest a larger value.

The satellite fraction is $\sim 40\%$ for the low luminosity (stellar mass) early-type galaxies, and decreases rapidly to $< 10\%$ with increasing luminosity (stellar mass). The satellite fraction of the late-types has a value in the range 0-15\%, independent of luminosity or stellar mass. The satellite fraction is difficult to constrain at the high stellar mass/luminosity end, as the shape of the combined shear signal from the satellites mimics an NFW profile. Decreasing the truncation parameter leads to tighter constraints, and appears to be justified for the most massive early-type satellites based on the N-body simulation results of Limousin et al. (2009). Additional support comes from studying the shear signal of massive early-type galaxies that were selected to be satellites shown in Appendix 3.C, but the errors are currently too large to constrain the fraction of dark matter that is stripped. A more realistic description of the stripping of the haloes of massive satellite galaxies may result in an improvement of the constraints on the satellite fraction from weak lensing studies alone.

The halo mass appears to decrease with redshift for the highest stellar mass bins, a trend that is qualitatively in agreement with predictions from numerical simulations. The signal-to-noise on the measurements is currently too low to provide a detailed view on the growth of dark matter haloes, but it shows that with future surveys weak lensing can be used to study in great detail the evolution of the relation between baryons and dark matter.
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Appendices

3.A Scatter of lenses between bins

In this Appendix we describe how we calculate the bias that results from the scatter of galaxies between lensing bins due to the stellar mass errors. The bias that results from the scatter due to the luminosity errors has been calculated in a similar fashion. To begin, we create a large set of simulated lens catalogues. We construct the stellar mass function from the MPA/JHU catalogue, randomly draw stellar masses from this distribution and assign these to our lenses. We fit a powerlaw of the form $M_{200} = \alpha_* M_*^{\beta_*}$ to our initial observations, and calculate the halo mass of each galaxy. Assuming that the density profile of each lens follows an NFW profile, we calculate the ellipticities of the source galaxies under the assumption that they are intrinsically round. Next we create 20 new lens catalogues by applying a log-normal scatter with a width of 0.1 to the stellar masses. We use the stellar mass bins from Table 3.3 to stack the lensing signal of the scattered lenses, and measure the tangential shear using the original source catalogue. We fit the lensing signal between $30$ and $200 \, h^{-1}_{70} \, \text{kpc}$ with the halo model, imposing a satellite fraction of 0% as the lenses were randomly inserted in the images. The ratio of the best fit halo masses for the original lenses and the lenses with scattered stellar masses gives the bias.

As the stellar mass function and the best fit powerlaw are different for the two galaxy types, we make two sets of simulations to study the bias for early- and late-type galaxies separately. We do not account for evolution with redshift, although the stellar mass function evolves between $z = 0$ and $z = 1.0$, most strongly for $M_* < 10^{11} \, h_{70}^{-1} \, M_\odot$ (e.g. Vulcani et al. 2011; Pozzetti et al. 2010). We are only sensitive to the change of the shape of the stellar mass function, which is most noticeable for $10^{10.5} < M_* < 10^{11} \, h_{70}^{-1} \, M_\odot$. However, the bias in this regime is small, and we do not expect the change in shape to strongly affect our results. The relation between stellar mass and halo mass may also evolve between $z = 0.0$ and $z = 0.5$ (e.g. Moster et al. 2010; Leauthaud et al. 2012). We currently lack sufficient signal-to-noise to study this in detail. As we will demonstrate, the bias is not very sensitive to changes in the powerlaw slope, and a mild evolution does not significantly alter the results.

The ratio of the input halo masses to the best fit halo mass measured for the lenses that have been scattered is shown in Figure 3.19. The error bars indicate the standard deviation of the simulations. We find that the bias is highest for the early-types at the high mass end. This is due to the steepness of the stellar mass function, which leads to the net effect that low stellar mass objects scatter into and contaminate the high stellar mass bins. The bias for early-types at the low mass end is slightly smaller than 1, as the stellar mass function turns over at $\sim 5 \times 10^{10} \, h_{70}^{-1} \, M_\odot$ and becomes smaller with decreasing stellar mass. The stellar mass function of the late-types is monotonically decreasing, and consequently the bias does not become smaller than unity. At the high mass end, the stellar mass function of the late-types is poorly determined due to the lack of objects. We cannot reliably determine the bias for the S6 late-type bin, and therefore apply the correction factor of the S5 bin to this bin as well.

The observed stellar masses have already been scattered, and the best fit powerlaw is therefore too shallow. To investigate how this affects the bias, we
correct our initial halo masses for the scattering, and again fit a powerlaw between stellar mass and halo mass. We repeat our simulations with these new powerlaw slopes, and find that the correction factors change by at most 4%. The correction we apply is obtained using the corrected powerlaw slopes.

The intrinsic stellar mass function is steeper than the observed one as on average more low stellar mass objects have scattered upward. Although we cannot retrieve the intrinsic stellar mass function, we can obtain an estimate of the level of contamination. For this purpose, we draw $1 \times 10^8$ objects from the observed stellar mass function, apply the log-normal scatter, and compare the number of objects in the stellar mass bins before and after the scatter. The number of lenses in the three lowest stellar mass bins does not change much after the scatter, but it increases with stellar mass for the more massive bins, reaching a maximum of 36% more lenses in the S7 early-type bin. The increase
in the number of objects may be even larger, as the observed stellar masses have already been scattered, and therefore the observed stellar mass function is smoother than the intrinsic one. As the stellar mass function at the high mass end is already very uncertain, we do not attempt to retrieve the intrinsic stellar mass function. However, the bias correction is sensitive to the slope at the high mass end, and the correction factors may actually be larger.

3.B Mean versus fitted halo mass

The distribution of halo masses for a certain luminosity (or stellar mass) is given by the conditional probability function, which is usually described by a log-normal function of the form

$$P(m_h|l) \propto \exp\left(-\frac{(m_h - m_{h,\text{cent}})^2}{2\sigma_{m_h}^2}\right)$$

(3.22)

where $l = \log(L)$, $m_h = \log(M_h)$ and $\sigma_{m_h}$ is the scatter in $m_h$. In this Appendix we study how the best fit lensing mass is related to either the mean halo mass or to the centre of the halo mass distribution, $m_{h,\text{cent}}$. To mimic the selection of real galaxies, we assign a value to $m_{h,\text{cent}}$ and $\sigma_{m_h}$, and randomly draw 1000 galaxies from the conditional probability function which has been convolved with the halo mass function (Equation 3.10). We calculate the NFW shear profiles of these galaxies, average their signals to simulate the usual lensing procedure, and fit an NFW profile to the stacked shear. Figure 3.20 shows the ratio of $M_{h,\text{cent}}$ to the best fit NFW mass in the top panel, and the ratio of the mean halo mass to the best fit NFW mass in the lower panel. The lines correspond to different values of $\sigma_{m_h}$, ranging from 0.10 to 0.40 from bottom to top. Note that the scale of the vertical axes in the two panels is different.

In Figure 3.20a we see that the best fit NFW mass is considerably lower than the central mass of the distribution. This is mainly the result of the declining halo mass function, which leads us to preferentially pick lower mass haloes. The shape of an NFW profile changes with halo mass because the NFW concentration parameter depends on halo mass. The shape and amplitude of the stacked shear signal is therefore not equal to the profile of an NFW with a corresponding mean halo mass. Therefore, the best fit NFW mass underestimates the mean halo mass, as demonstrated in Figure 3.20b.

The ratios in Figure 3.20a and 3.20b are sensitive to the value of $\sigma_{m_h}$. We use the results from More et al. (2011), who studied the distribution of halo masses as a function of luminosity and stellar mass using the kinematics of satellite galaxies orbiting central galaxies. As only central galaxies are considered in their work, the actual scatter for a sample of galaxies consisting of both centrals and satellites may be larger. On the other hand, part of the scatter may be introduced through uncertainties in the determination of the halo masses, which would imply a lower intrinsic scatter.

We use Figures 4 and 9 from More et al. (2011) to read off the values we assign to $\sigma_{m_h}$ for the luminosity and stellar mass bins. We list these values, and the corresponding correction factor to the mean halo mass, in Table 3.4. The luminosities and stellar masses in our sample extend to higher values than More et al. (2011) use, but their figures suggest that $\sigma_{m_h}$ does not change rapidly at
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Figure 3.20: Ratio of the central mass of the halo mass distribution, $m_{h,\text{cent}}$, and the best fit NFW mass (top) and the ratio of the mean halo mass and the best fit NFW mass (bottom) as a function of best fit NFW mass. Different lines correspond to values of $\sigma_{m_h}$ 0.10 (bottom line), 0.15, 0.20, 0.25, 0.30, 0.35 and 0.40 (top line). The lensing mass is converted to the mean halo mass using the corrections from the bottom panel.

the high mass/luminosity end, and we therefore assume that the values remain constant. For the stellar masses we use the NFW masses that have been corrected for the scattering of objects between the bins.

There are further sources of uncertainty to consider in future studies, and we list a few of them: luminosity bins have a certain width, the luminosity function is not constant inside a luminosity bin, and lens galaxies are located at a range of redshifts. We expect that these complications further broaden the conditional probability function, which means that the correction factors we use may be too low. These complications should be taken into account to enable a detailed comparison between observations and simulations.
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Table 3.4: Values of $\sigma_{mh}$ assigned to the luminosity and stellar mass bins, and the correction factors $f_{corr}$ we apply to convert the measured lensing mass into the mean halo mass.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\sigma_{mh}$ (early)</th>
<th>$f_{corr}$ (early)</th>
<th>$\sigma_{mh}$ (late)</th>
<th>$f_{corr}$ (late)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>0.20</td>
<td>1.07</td>
<td>0.25</td>
<td>1.10</td>
</tr>
<tr>
<td>L2</td>
<td>0.25</td>
<td>1.11</td>
<td>0.29</td>
<td>1.14</td>
</tr>
<tr>
<td>L3</td>
<td>0.30</td>
<td>1.17</td>
<td>0.30</td>
<td>1.15</td>
</tr>
<tr>
<td>L4</td>
<td>0.33</td>
<td>1.20</td>
<td>0.33</td>
<td>1.20</td>
</tr>
<tr>
<td>L5</td>
<td>0.37</td>
<td>1.26</td>
<td>0.34</td>
<td>1.21</td>
</tr>
<tr>
<td>L6</td>
<td>0.39</td>
<td>1.28</td>
<td>0.35</td>
<td>1.23</td>
</tr>
<tr>
<td>L7</td>
<td>0.40</td>
<td>1.28</td>
<td>0.35</td>
<td>1.22</td>
</tr>
<tr>
<td>L8</td>
<td>0.40</td>
<td>1.27</td>
<td>0.35</td>
<td>1.23</td>
</tr>
<tr>
<td>S1</td>
<td>0.15</td>
<td>1.03</td>
<td>0.10</td>
<td>1.01</td>
</tr>
<tr>
<td>S2</td>
<td>0.18</td>
<td>1.06</td>
<td>0.10</td>
<td>1.02</td>
</tr>
<tr>
<td>S3</td>
<td>0.26</td>
<td>1.12</td>
<td>0.10</td>
<td>1.02</td>
</tr>
<tr>
<td>S4</td>
<td>0.32</td>
<td>1.19</td>
<td>0.10</td>
<td>1.02</td>
</tr>
<tr>
<td>S5</td>
<td>0.36</td>
<td>1.24</td>
<td>0.10</td>
<td>1.02</td>
</tr>
<tr>
<td>S6</td>
<td>0.40</td>
<td>1.28</td>
<td>0.10</td>
<td>1.02</td>
</tr>
<tr>
<td>S7</td>
<td>0.40</td>
<td>1.27</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

3.C Constraints on the satellite fraction at high halo masses

The satellite fraction is not well constrained at the high luminosity/stellar mass end. The reason for this is illustrated in Figure 3.21. In Figure 3.21a we show the lensing signal of the L6 luminosity bin, together with the five terms of the halo model, using the standard truncation radius of $0.4r_{200}$ for the satellite galaxies. The satellite shear signal on scales $< 1.5 h^{-1}$Mpc in the halo model is the sum of stripped satellite term and the $\gamma_{l,sat}$ term. It is clear that the shape of the combined signal is very similar to the shape of the shear signal coming from the central halo. As a result the error on the satellite fraction is large.

The satellite fraction and the halo mass are anti-correlated, as we can see from Figure 3.22. The model either prefers a large mass and small satellite fraction, or a small mass and large satellite fraction. To reduce any bias in the best fit halo mass, we decrease the allowed range for the satellite fractions to a uniform prior between 0% and 20% for the highest stellar mass and luminosity bins, as almost all of the galaxies in these bins are expected to be centrals.

Recent work by Limousin et al. (2009) shows that the half mass radius of a subhalo is a strongly decreasing function of projected cluster-centric distance. Furthermore, the radial distribution of early-type satellites is more peaked around the cluster centre than the radial distribution of late-type satellites (e.g. Ann et al. 2008). Hence we expect that the massive elliptical satellite galaxies, which practically always reside close to the centre of a cluster, are stripped of a
Figure 3.21: Lensing signal of the L6 early-type bin, shown together with the five components of the best fit halo model. In the upper panel the truncation radius of the stripped satellites is $0.4r_{200}$, and the shape of the combined satellite 1-halo terms mimicks the shape of the central NFW term. In the lower panel the truncation radius is $0.2r_{200}$, changing the shape of the combined satellite 1-halo terms. Note that the halo model in the lower panel is not a fit, but serves to illustrate the effect of choosing a different truncation radius.

far larger fraction of their dark matter.

To determine whether we can observe a change in the truncation radius of massive early-type satellite galaxies, we make a selection of galaxies that are likely to be satellites and study their shear profile. We consider early-types in the mass range $10^{10.5} < M_* < 10^{11.75} h_{70}^{-1} M_\odot$, and divide them in three mass bins: galaxies more massive than $10^{11.75} h_{70}^{-1} M_\odot$ will almost exclusively be central galaxies and hence not significantly stripped. To determine whether the galaxies are satellites or centrals, we use the SDSS DR7 photometric redshift catalogue Photoz, which contains the photometric redshifts of 260 million galaxies, and match them to our source galaxy catalogue. The lenses that have a neighbouring galaxy of the same luminosity or brighter within 750 $h_{70}^{-1}$kpc, and
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Figure 3.22: $\chi^2$ values of the halo model fits to the L6 early-type bin. The green star indicates the best fit. The three contours show the 67.8%, 95.4% and 99.7% confidence intervals ($\Delta\chi^2$ of 2.3, 6.2 and 11.8 respectively). The best fit halo mass is anti-correlated with the best fit satellite fraction.

The best fit sample was selected for the satellite sample. The galaxies that do not have brighter neighbours within $1\ h_{70}^{-1}\text{Mpc}$ and within the 1σ errors of the photometric redshift are selected for the central sample. Note that we do not aim to obtain samples that are complete, but we strive to make a selection that enables us to quantitatively study the differences in the lensing signal.

In Figure 3.23 we show the stacked shear signal of the galaxies, for the central sample and for the satellite sample, together with their halo model components. The shear signals of the central sample are indeed described well by an NFW profile. The galaxies preferentially live in isolated environments, and consequently the $\gamma_{2h,\text{cent}}$ term is overestimated. The halo model fits of the satellite sample are dominated by the satellite terms, as can be observed from the best fit satellite fractions indicated in the plot. The shear signal around $100\ h_{70}^{-1}\text{kpc}$ is different from the signal of the central sample at the same scale, and is lower.
CHAPTER 3. RELATION BARYONS AND DM IN GALAXIES

Figure 3.23: Lensing signal $\Delta \Sigma$ as a function of physical distance from the lens. The lensing signal is measured for central galaxies (left) and for the satellite galaxies (right), for the $10^{10.5} < M_* < 10^{11.0} h^{-1}_{70} M_{\odot}$ bin (top), $10^{11.0} < M_* < 10^{11.5} h^{-1}_{70} M_{\odot}$ bin (middle) and $10^{11.5} < M_* < 10^{11.75} h^{-1}_{70} M_{\odot}$ bin (bottom). Indicated in each plot is the number of lenses, the logarithm of the best fit halo mass in units of $h^{-1}_{70} M_{\odot}$ and the best fit satellite fraction. The shear signal is reduced at large lens-source separations for the central galaxies, indicating that they are isolated. At small lens-source separations the shear signal of the satellite sample appears to be reduced compared to the central sample. Note that the 2-halo terms are not shown for clarity.

Figure 3.23: Lensing signal $\Delta \Sigma$ as a function of physical distance from the lens. The lensing signal is measured for central galaxies (left) and for the satellite galaxies (right), for the $10^{10.5} < M_* < 10^{11.0} h^{-1}_{70} M_{\odot}$ bin (top), $10^{11.0} < M_* < 10^{11.5} h^{-1}_{70} M_{\odot}$ bin (middle) and $10^{11.5} < M_* < 10^{11.75} h^{-1}_{70} M_{\odot}$ bin (bottom). Indicated in each plot is the number of lenses, the logarithm of the best fit halo mass in units of $h^{-1}_{70} M_{\odot}$ and the best fit satellite fraction. The shear signal is reduced at large lens-source separations for the central galaxies, indicating that they are isolated. At small lens-source separations the shear signal of the satellite sample appears to be reduced compared to the central sample. Note that the 2-halo terms are not shown for clarity.

than the halo model fit. This suggests that additional stripping of dark matter occurs at small scales. The measurements are too noisy, however, to constrain which fraction of the dark matter haloes is stripped.

To illustrate the impact the choice of truncation radius has on the best fit satellite fractions, we also consider stripped satellite profiles with a truncation radius of $0.2r_{200}$. In Figure 3.21b we show the shear signal of the same bin, but with this smaller truncation radius. Note that the halo model parameters are identical in both panels for illustrative purposes, and that the model in the
Figure 3.24: Best fit satellite fraction for the four highest luminosity bins of early-types. The thick solid (thin dashed) lines indicate the results determined using a truncation radius of $0.2r_{200}$ ($0.4r_{200}$). Decreasing the truncation radius tightens the constraints on the satellite fraction.

The lower panel is not a fit. The shear signal of the satellites at small scales is now clearly different from the central halo term, and the satellite fraction can be better constrained. We have also fit halo models with a truncation radius of $0.2r_{200}$ to the four most luminous early-type bins. The constraints on the satellite fraction for both models are shown in Figure 3.24. The satellite fraction is better constrained for the models with a truncation radius of $0.2r_{200}$. Setting the truncation radius to $0.2r_{200}$ is a rather arbitrary choice, however, and in future studies it is necessary to include a more realistic prescription for the stripping of the satellites.

Mandelbaum et al. (2006) study the environmental dependence of the shear profile as a function of luminosity. They distinguish galaxies residing in a high-density environment and in a low-density environment. The brightest galaxies of their low-density sample are almost exclusively centrals, whilst in the high-density sample they are a mixture of centrals and satellites. As the lensing
signal is then an average of the shear profiles from satellites and centrals, this may explain why they do not observe a reduction of the signal at small scales. Note that the satellite galaxies we study are more massive, and hence are expected to reside in denser environments where the haloes are stripped of a larger fraction of their dark matter content.