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ABSTRACT

Data produced by 60 subjects rating 31 artificial persons on 11 personality trait scales were analyzed by three-mode principal component analysis. The subjects shared a circular configuration of stimuli and scales. Individuals tended to depart from this pattern in extremity of judgment rather than configuration, suggesting the operation of a response style. The advantages of including "artificial subjects," and of partitioning the residual sums of squares are discussed.

The notion that people use naive, common sense, or implicit theories of personality (ITPs) when they form impressions of another person's personality was introduced in 1954 when Bruner and Tagiuri proposed a cognitive process approach to the study of person perception. In its original meaning, a person's ITP is a set of perceived or expected relations among personality traits; these perceptions and expectations may vary from person to person. Since then, numerous studies have been conducted on various aspects of the concept of the ITP. These studies were reviewed by Schneider (1973) who distinguished between two research traditions in this area: one dealing with the judgment processes of a perceiver (e.g., Hays, 1958; Wishner, 1960; Rosenberg, Nelson, and Vivekananthan, 1968; Zanna and Hamilton, 1972; Bryson, 1974; Van der Kloot, 1975), the other with individual differences in person perception (e.g., Jones, 1954; Pedersen, 1965; Messick and Kogan, 1966; Walters and Jackson, 1966; Lay and Jackson, 1969; Wiggins, Hoffman and Taber, 1969; Sherman, 1972; Van der Kloot, 1975; Wiggins and Blackburn, 1976; Rosenberg, 1977; Kim and Rosenberg, 1980).

Although studies on the ITP vary with regard to design, tasks, subjects, and methods of analysis, their results are strikingly similar. It is frequently found that the ITP can be represented in a two-dimensional configuration whose dimensions are evaluation and dominance (or have similar labels). Moreover, it has been shown
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that a large number of personality descriptors can be summarized by means of a circumplex (Lorr and McNair, 1963; Becker and Krug, 1964; Rinn, 1965; Benjamin, 1974; Wiggins, 1979; see also Wiggins et al., 1981). The structures found in those studies are quite similar to the circumplex model proposed by Leary and his associates (Freedman et al., 1951; Leary, 1957). Personality traits and interpersonal behaviors are described in terms of a love-hate and a dominance-submission dimension.

A similar ITP was obtained by combining five ITP configurations found in studies by Van der Kloot (1975). The combined configuration represented eight personality trait adjectives in two dimensions (evaluation and dominance-submission). The eight traits were lying on a circular contour. Van der Kloot and Van den Boogaard (1978) used this configuration to design an impression formation experiment in which 31 hypothetical stimulus persons (11 described by single trait names; 20 described by pairs of traits) were judged on 11 rating scales by 60 subjects. These data were analyzed by means of a canonical discriminant analysis (CADA; cf. Van de Geer, 1971, p. 184) which yielded two dimensions that optimally discriminated between the stimulus persons. Both the loadings of the rating scales and the projections of the stimuli on the two dimensions confirmed the circumplex nature of the traits that were used. Since this CADA yielded configurations that are aggregated across subjects, these results do not necessarily reflect the ITP of each individual. In view of the evidence that there exist individual differences in ITPs (e.g. Wiggins and Blackburn, 1976; Kim and Rosenberg, 1980) the Van der Kloot and Van den Boogaard data were re-analyzed in order to explore the extent and nature of individual differences in those data. The present paper describes this re-analysis. It shows how three-mode principal component analysis can be used in such an investigation both at the aggregate and at the individual level. In this way it yields insight in judgment processes and individual differences at the same time.

Models of analysis

Our data can be arranged in a three-dimensional block with the index $i$ (referring to the stimuli) along the vertical axis, the index $j$ (referring to the scales) along the horizontal axis, and the index $k$ (referring to the subjects) along the ‘depth’ axis.

The general three-mode principal component model (the Tuck-
er3 model) can be formulated as the factorization of the three-mode data matrix $Z = \{z_{ijk}\}$ such that

$$
[1] \quad z_{ijk} = \sum_{p=1}^{s} \sum_{q=1}^{t} \sum_{r=1}^{u} g_{ip} h_{jq} e_{kr} c_{pqr}
$$

for $i = 1, \ldots, l; j = 1, \ldots, m; k = 1, \ldots, n$. The coefficients $g_{ip}$, $h_{jq}$, and $e_{kr}$ are the elements of the component matrices $G$ ($l \times s$), $H$ ($m \times t$), and $E$ ($n \times u$) respectively; $l$, $m$, $n$ are the number of variables, and $s$, $t$, $u$ are the number of components of the first, second and third mode respectively. We will always assume that $G$, $H$ and $E$ are columnwise orthonormal matrices with the number of rows larger than or equal to the number of columns. The $c_{pqr}$ are the elements of the so-called three-mode core matrix $C$ ($s \times t \times u$). The core matrix describes how the latent variables (or components) of the different modes are related.

In practice, the data block $Z$ is not decomposed into all its components as one usually is only interested in the first few of them. Therefore one seeks an approximate decomposition $\hat{Z}$ via a least squared loss function. The algorithm to solve the minimization problem is implemented in the program TUCKALS3. Details about the existence of a minimum and the algorithm can be found in Kroonenberg and De Leeuw (1980).

An important restriction of the general Tucker3 model can be obtained by equating the component matrix $E$ with the identity matrix. We will refer to this model as the Tucker2 model, which is implemented in the program TUCKALS2. It can be written as

$$
[2] \quad z_{ijk} = \sum_{p=1}^{s} \sum_{q=1}^{t} g_{ip} h_{jq} c_{pqr}
$$

An equivalent matrix notation is

$$
[3] \quad Z_k = G C_k H' \quad \quad (k=1, \ldots, n)
$$

where $Z_k$ ($l \times m$) and $C_k$ ($s \times t$) are two-mode matrices for the $k$th
subject; they will be referred to as ‘frontal planes’ or ‘core planes.’ The Tucker2 model only specifies principal components for the $l$ stimuli and $m$ scales but not for the $n$ subjects. The relationships between the components of the stimuli and the scales can be investigated for each subject separately as well as for all subjects together.

One important advantage of the methods used here over the standard procedures outlined by Tucker (1966, p. 297ff) is that the estimates of the parameters are least squared ones, rather than estimates with ill-defined properties. Another important advantage of the use of loss functions is that it becomes possible to look at residuals. A third advantage is that there exist direct relationships between the eigenvalues of the configurations and the size of the elements in the core matrix (see e.g., formula [8]).

It can be shown that both for the Tucker2 and Tucker3 model the following equation is true:

\[
\sum_{i=1}^{l} \sum_{j=1}^{m} \sum_{k=1}^{n} z_{ijk}^2 = \sum_{i=1}^{l} \sum_{j=1}^{m} \sum_{k=1}^{n} \hat{z}_{ijk}^2 + \sum_{i=1}^{l} \sum_{j=1}^{m} \sum_{k=1}^{n} (z_{ijk} - \hat{z}_{ijk})^2 ,
\]

or

\[
SS(\text{DATA}) = SS(\text{FIT}) + SS(\text{RESIDUAL}),
\]

where the $\hat{z}_{ijk}$'s are the data reconstructed from the estimated parameters of the model. It also holds that for each element $f$ of each mode

\[
SS(\text{DATA}_f) = SS(\text{FIT}_f) + SS(\text{RESIDUAL}_f).
\]

By comparing the fitted sum of squares and the residual sum of squares of, say, the $k$th subject one can gauge the correspondence of the $k$th subject's configuration with the overall configuration.
Note that the contribution of a particular subject to the overall solution can be judged from the absolute size of his \( SS(FIT) \).

**Method**

**Stimulus material**

The stimulus material used by Van der Koot and Van den Boogaard consisted of eleven personality trait adjectives: Likeable, cooperative, intelligent, industrious, dominant, aggressive, unreliable, pessimistic, passive, submissive, and modest. Earlier research had shown that these stimuli lie on a circle in the order in which they are presented above. These stimuli were used in two experimental tasks.

In the first task, subjects were presented with descriptions of 11 stimulus persons. Each stimulus person was described by one of the adjectives (for instance: somebody is aggressive). In the second task the subjects had to rate 20 stimulus persons, each described by combinations of two adjectives (see Table 1).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Combinations of Adjectives Used in Second Experimental Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Likeable-cooperative</td>
<td>Unreliable-intelligent</td>
</tr>
<tr>
<td>Cooperative-dominant</td>
<td>Unreliable-pessimistic</td>
</tr>
<tr>
<td>Intelligent-cooperative</td>
<td>Pessimistic-aggressive</td>
</tr>
<tr>
<td>Intelligent-dominant</td>
<td>Pessimistic-passive</td>
</tr>
<tr>
<td>Intelligent-pessimistic</td>
<td>Passive-intelligent</td>
</tr>
<tr>
<td>Dominant-aggressive</td>
<td>Passive-dominant</td>
</tr>
<tr>
<td>Dominant-pessimistic</td>
<td>Passive-aggressive</td>
</tr>
<tr>
<td>Dominant-submissive</td>
<td>Passive-unreliable</td>
</tr>
<tr>
<td>Aggressive-unreliable</td>
<td>Passive-submissive</td>
</tr>
<tr>
<td>Unreliable-cooperative</td>
<td>Submissive-pessimistic</td>
</tr>
</tbody>
</table>

The descriptions of the stimulus persons were presented in two booklets, each preceded by an instruction page. The descriptions were printed on top of each page, and were followed by eleven 10-point rating scales. These rating scales were labelled with the eleven personality traits mentioned above, including the adjective (or adjectives) used in the description of the stimulus person. The rating scales ranged from 1 to 10, with end points denoted by “extremely not . . .” and “extremely . . .” (e.g., “extremely not cooperative” and “extremely cooperative”). The order of the scales on each page of the booklets was randomized, and four different
random orders of pages were used when the booklets were constructed. The orders of the two traits in a description used in the second task were determined by chance, but the same order was employed in all presentations. After completing the booklets the subjects were presented a few open-ended questions about their judgment process.

Subjects

The subjects participating in this experiment were randomly sampled residents of a student housing project at the Technical University of Delft, The Netherlands. The actual experiment was run during two group sessions with respectively 34 and 26 subjects. The whole procedure took about one and one-half hours, for which Dfl. 6.50 (approximately $3) was paid.

RESULTS

In the two tasks the subjects rated a total of 31 stimulus persons on 11 criterion variables. These data were analyzed by means of three-mode principal component analysis using the TUCKALS2 and TUCKALS3 programs. One subject was excluded from the analysis because he or she had too many missing data. For five other subjects who each had one missing score, an estimated rating was substituted. In some analyses, the data set was extended with six artificial 'subjects' in order to improve the interpretability of the solutions. The first, or average-subject (A1), consisted of the mean ratings of the stimuli averaged over the 59 real subjects. The second, or dominance-subject (A2), was constructed as if he judged the stimuli only with respect to their apparent dominance. The third, or evaluation-subject (A3), was constructed as if the subject only judged the evaluative content of the stimuli. The fourth, or random-subject (A4), consisted of uniform random error superimposed on the overall scale means. The data of the fifth, or uniform-scorer (A5), were equal to the grand mean, i.e. the average over stimuli, scales and subjects. The ratings of the sixth, or extreme-scorer (A6), consisted of either 2 or 9 scores. His scores were equal to 9 when the ratings of the average-subject (after being centered) were larger than 0. His scores were 2 when the average-subjects' double-centered ratings were smaller than 0. We will use the artificial subjects as some other authors have used.
‘conceptual individuals’ or ‘idealized individuals’ (e.g. Tucker and Messick, 1963; Cliff, 1968; Tucker, 1972). The advantage of our artificial subjects is that they were created on the basis of possible scoring behaviors of individuals. When included in the analysis they provide a priori and sample-independent information about the subject space which is not the case with ‘conceptual individuals.’

Several TUCKALS2 (T2) and TUCKALS3 (T3) analyses were performed, varying with regard to (a) the number of subjects (59 or 65), and (b) the dimensionality of the stimulus and scale spaces. In general, we will present the results for the 59 real subjects in two dimensions when discussing these spaces. We will discuss the artificial subjects only in connection with the subject space of the T3 analysis (this analysis is indicated by T3-65).

The data were ‘double-centered’ per subject matrix, i.e.,

$$z'_{jk} = z_{jk} - \bar{z}_{..k} + \bar{z}_{..k}$$

This centering removes some sources of unwanted variance (cf. Cronbach, 1955). Thus the different subjects were made identical with respect to scale and stimulus means, leaving the configurational aspect of the ITP’s (i.e., the stimulus × scale interactions) as the data to be analyzed.

Scales

The two-dimensional T2 configuration of the scales explained 52 percent of the total sum of squares. Since a third dimension reduced the residual sum of squares by only 4 percent, we found the two-dimensional solution quite satisfactory, especially because the first two dimensions of the three-dimensional solution were virtually identical to those of the two-dimensional configuration. Therefore, we will only discuss the two-dimensional solutions. The configuration of the rating scales is pictured in Figure 1 after a slight orthonormal rotation (see below) of the principal components. Each dimension explains an almost equal amount of variation: respectively 26.7 and 25.6 percent. This indicates that they are of equal importance for the group as a whole. The shape of the T2 configuration is roughly circular, and the horizontal and vertical dimensions can be interpreted as a dominance-submission and an evaluation dimension.
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It is possible to compare the SS(FIT)/SS(RESIDUAL) ratio of the separate scales with each other. It appears that intelligent has the smallest ratio, and therefore fits less well in the total structure than the other scales. This probably means that there are relatively large inter-subject differences with regard to the position of intelligent that cannot be accommodated in the model.

Fig. 1. Scale Configuration of TUCKALS2 Analysis.

Stimuli

The T2 configuration of the stimuli is represented in Figure 2. The 11 stimuli consisting of single adjectives lie on a polygon which is more or less the same as that of the scales in Figure 1, with the exception of intelligent and industrious which have switched places. Notwithstanding this difference, one may conclude that the stimulus space and the scale space are virtually identical; these spaces and their respective dimensions seem to have the same
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cognitive structure. Moreover, the two dimensions of the stimulus space also account for an almost equal proportion of the sum of squares (resp. 26.6 and 25.6 percent). Therefore, Figure 1 and Figure 2 may directly be superimposed without further standardization of the projections, and we will refer to both the scale and the stimulus space as the (personality) trait space (or ITP).

The SS(FIT)/SS(RESIDUAL) ratios of the separate stimuli show that the stimuli intelligent-pessimistic, dominant-submissive, unreliable-cooperative, and passive-dominant have much smaller contributions to the SS(FIT) than the other stimuli.

![Fig. 2. Stimulus Configuration of TUCKALS2 Analysis.](image)

So far, the T2 results imply that different subjects to a greater or lesser extent share the same underlying ITP. The Tucker2
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model, however, allows for individual variations consisting of linear transformations of these spaces. The subject is allowed to rotate (orthogonally or obliquely) the dimensions of these configurations, and is also free to stretch or shrink these dimensions. The parameters describing these individual transformations are collected in a $2 \times 2 \times 59$ extended core matrix which can be sliced into 59 “frontal planes.” The interpretability of the frontal planes is improved if the core matrix is rotated so that it is as diagonal as possible in each of its frontal planes. If perfect diagonality is achieved the first (second) component of the stimuli is completely linked to the first (second) component of the scales, and a common interpretation can be given to the components. Such a rotational procedure is included in the TUCKALS2 program (for details see Kroonenberg and De Leeuw, 1977), and was applied to our T2 solution. The improvements were very slight, mainly because the core matrix was already almost diagonal. This supports the above assertion that the dimensions of the stimulus and scale spaces have the same meaning.

Before proceeding to a detailed discussion of the subject space it should be mentioned that the T3 configuration of the scales and the stimuli were virtually identical to those of T2, both for the 59 and 65 subject solutions. The absolute difference between the coordinates of the T2 and the T3 configurations ranged from zero to .0075, the average absolute difference being .0020.

**Subjects: overall analysis**

**T3 subject space.** The eigenvalues of the two components of the subject space from the T3-65 analysis were respectively .498 and .015. Since the first component, which reflects the covariance of the individuals, is much larger than the second one, it may be concluded that the subject space is largely one-dimensional.

The usefulness of introducing artificial subjects now becomes clear, as they mark the end-points of the axes. The uniform-scorer and the extreme-scorer demarcate the first axis, and the dominance-subject and the evaluation-subject take on the extremes of the second axis. The average-subject is located in the middle of the configuration. The random-subject differs only marginally from the uniform-scorer. The positions of the artificial subjects show that subjects who lie on the first axis of the subject space emphasize the dominance and evaluation axes of the trait space equally strongly. The emphasis increases with increasing scores on this
axis. Subjects on the second axis of the subject space emphasize dominance at the cost of evaluation or vice versa.

The T3-65 core matrix tells the same story (see Table 2). The diagonal elements of the core plane belonging to the first subject component have equal sizes and the same sign, and indicate therefore that both dominance and evaluation are weighted equally. The diagonal elements of the second subject component also have equal sizes, but opposite signs, indicating that either dominance or evaluation is emphasized. The larger size of the elements of the first core plane is a direct reflection of the larger eigenvalue of the first subject component as

\[ \sum_{p=1}^{s} \sum_{q=1}^{t} c_{pq}^2 = \lambda_r \quad (r = 1, 2), \]

where \( \lambda_r \) is the \( r \)th eigenvalue of the subject space.

Information on the weighting of dominance and evaluation by individual subjects is given by their loadings on the two T3 subject components. In addition, the diagonal elements of each T2 core plane indicate the amount of stretching and shrinking each subject applies to the axes of the common personality space, and the off-diagonal elements indicate the angle under which these axes are 'seen.' It appears that all subjects see these axes as more or less orthogonal because the off-diagonal elements are never really large. Subjects with small and equal diagonal elements in their T2 frontal plane lie on the left hand side of the first axis of the subject space. Subjects with large and equal diagonal elements lie on the right hand side of the first axis, etc. Of the subjects who score most extremely (23, 37, 41 and 55) the core planes are shown in Table 3, along with an average subject (47), and the average core plane.
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Table 3

T2 Frontal Planes of Five Subjects and Average Frontal Plane

<table>
<thead>
<tr>
<th></th>
<th>14.83</th>
<th>- .61</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.98</td>
<td>13.04</td>
</tr>
<tr>
<td>subject 23</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.45</td>
<td>- 2.79</td>
</tr>
<tr>
<td></td>
<td>- 1.78</td>
<td>11.23</td>
</tr>
<tr>
<td>subject 37</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.39</td>
<td>.57</td>
</tr>
<tr>
<td></td>
<td>.04</td>
<td>2.14</td>
</tr>
<tr>
<td>subject 41</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.18</td>
<td>.36</td>
</tr>
<tr>
<td></td>
<td>- .58</td>
<td>9.99</td>
</tr>
<tr>
<td>subject 47</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.79</td>
<td>.13</td>
</tr>
<tr>
<td></td>
<td>- .36</td>
<td>.57</td>
</tr>
<tr>
<td>subject 55</td>
<td></td>
<td>average plane</td>
</tr>
<tr>
<td></td>
<td>9.10</td>
<td>.92</td>
</tr>
<tr>
<td></td>
<td>.90</td>
<td>8.67</td>
</tr>
</tbody>
</table>

The most important feature of the T3 subject space is thus that most individuals emphasize the dominance and evaluation axes equally but with varying values of the weights. This implies that for most subjects the recovered personality trait configuration (or ITP) is circular, and that some have a larger circle than others. The subjects with large weights (wider circles) have large sums of squares and thus use most of the ten-point scales. Of secondary importance is that some subjects emphasize either dominance or evaluation. Extreme examples are 55 and 37, who seem to use either the dominance or the evaluation axis as is confirmed by their T2 core plane in Table 3.

Cluster analysis and discriminant analysis on the T2 core matrix. The four elements of each frontal plane of the T2 core matrix were taken as scores on four variables, here denoted by $c_{11}$, $c_{12}$, $c_{21}$, and $c_{22}$. These variables contain information about differences between subjects in their use of the components of the personality trait space. With the aid of cluster analysis we sought to discover groups of subjects with similar use of these components. The steps to obtain a cluster solution were those recommended in the CLUSTAN manual (Wishart, 1978, p. 10). We applied Ward’s method (1963) with the Euclidean distance measure. It was decided to use a five-cluster solution after relocation. To examine the nature of the clusters a discriminant analysis (using BMDP7M, version 2-76; Dixon, 1975) was performed with the clusters as groups and the elements of the T2 core matrix as variables. Two discriminant functions were found that enabled near perfect classification. Only six points were incorrectly classified by the first discriminant function alone. The scores of the subjects on the two discriminant dimensions were virtually identical to their scores on the T3-65 subject components (canonical correlations between the two sets of coordinates were .977 and .895).
The discriminant weights for $c_{11}$ and $c_{22}$ have the same sign in the first discriminant function, indicating either a stretching or shrinking of the personality trait space, while in the second function $c_{11}$ and $c_{22}$ have opposite signs indicating stretching of one of the axes as well as shrinking the other one. Furthermore the ratio of the eigenvalues of the discriminant functions ($12.4/2$) is comparable to the ratio of the eigenvalues of the two components of the subject space from the T3-59 analysis ($.50/.01$). This underlines the similarity of both solutions, and shows once more that only the first subject component is really important.

Fit/residual ratios. In Figure 3 residual sums of squares are plotted against contributions to the fit for all real and artificial subjects. The heavy line in this figure connects points with the

![Figure 3](image-url)

Fig. 3. Plot of each Subject’s Residual Sum of Squares versus his or her Fitted Sum of Squares as obtained in the TUCKALS3(65) Analysis. The symbols A1-A6 denote the artificial subjects.
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overall fit/residual ratio (.51/.49 for the T3-65 solution). The other two lines connect points with ratios .61/.39 and .41/.59 respectively. These lines serve as a kind of confidence bands for the fit/residual ratio.

Twelve real subjects (9, 14, 24, 26, 28, 35, 37, 41, 55, 56, 58, and 59) have rather small fit/residual ratios, and probably do not meet the assumptions of the model. The “good” points (2, 19, 21, 23, 31, 33, 36, 39, 42, and 45) generally have large scores on the first component of the subject space, and thus large overall sums of squares. It is of course not unexpected that subjects with large sums of squares fit better than subjects with small sums of squares.

Also in Figure 3, the artificial subjects lie on the boundary of the configuration. The random-subject (A4) has practically no fit, as it should be. The average-subject (A1) has roughly the same fit as a real subject (e.g. 17 in the center of the subject space), but due to the averaging procedure, a smaller residual than such an individual. The dominance-subject (A2) and the evaluation-subject (A3) were created from the average-subject with comparable sums of squares, which explains their position in Figure 3. The uniform-scorer (A5) has fit nor error as his sum of squares is necessarily zero. The extreme-scorer (A6) has understandably a very large sum of squares, and also a better fit/residual ratio (.64/.36) than the overall one (.51/.49 for T3-65), which indicates his scoring pattern is admissible in terms of the model. In fact, his private trait space is almost a perfect circle.

Subjects: individual analysis

The individual differences described by the core matrix of our T2 and T3 analyses represent those differences only in so far as they remain within the model, i.e., as far as they consist of individual rotations and stretching or shrinking of the common scale and stimulus spaces. Individual variations that do not conform to the model remain undetected and contribute only to the residual sum of squares. In order to explore the possibility of different, individual ITPs ‘outside’ the T2 and T3 model we performed separate two-mode analyses or singular value decompositions on the data of a number of individual subjects with varying fit/residual ratios (including the 12 subjects with the lowest fit/residual ratios).

As was expected, the individual ITPs of the well-fitting subjects corresponded almost completely with the group configurations.
of Figure 1 and 2. However, from the singular values it can be seen that some individual configurations are more elliptical than one would expect from the sizes of the diagonal elements in their T2 core plane. Moreover, the principal components of the individual spaces are not uncommonly at an angle with the principal components of the group space. This means that some subjects have main axes in their ITPs that are not dominance-submission and good-bad, but some other set of polarities (e.g. industrious-passive and aggressive-modest). However, the individual configurations can be generated and interpreted by any set of axes in the trait space. Therefore, it is conceptually more 'parsimonious' to regard the individual axes as linear combinations of the common axes evaluation and dominance.

As we also expected, the correspondence between an individual's separate ITP and the group ITP decreased as the individual's (T3) fit/residual ratio decreased. However, separate analysis did, in general, not dramatically improve a subject's 'relative fit,' i.e. SS(FIT)/SS(TOTAL), compared with his relative fit in the T3 analysis. Well-fitting subjects of the T3 analysis showed only modest (.10-.15) increases in their relative fit, as was to be expected. Separate analyses for 'bad' subjects showed larger increases (up to .35), but the relative fits of their separate analysis never became larger than .63, which is still noticeably lower than the relative fits of the 'good' subjects (.74-.81). In some cases the relative fits were hardly better than .36, the relative fit of the separate analysis on the random subject. These results suggest that there are no subjects with radically different ITPs, i.e. subjects with a (very) low relative fit in the T3 analysis as well as a (very) high relative fit in their private solution. In fact low T3 fit tends to go together with low individual fit.

The number and extent of the differences between individual solutions and the T2 or T3 group ITP tend to increase with decreasing fit/residual ratios. The order of the following five types of deviations corresponds roughly with the order in which they occur when the fit/residual ratio decreases.

(a) The circular (or elliptical) shape of the scales and the 11 single stimuli tends to become more angular with decreasing fit/residual ratios.

(b) The configurations of some subjects show more or less marked clusterings of the separate scales and stimuli.
(c) Some configurations exhibit an interchange of the positions on the ‘circle’ of two or more adjacent scales and/or stimuli.
(d) A shift of one trait to another region of the ‘circle’ appears in some configurations.
(e) The stimulus space tends to become increasingly dissimilar to the scale space with decreasing fit/residual ratios, e.g. some subjects may have a ‘reasonable’ scale space, but an unrecognizable stimulus space, and vice versa. This probably indicates inconsistencies or even random errors in the judgments.

The 12 worst-fitting subjects (see Figure 3) have individual configurations that show many or all of the above deviations. Moreover, they differ greatly among themselves. This makes it difficult to assess whether their ITPs are still comparable to the group ITP. The conclusion that their ITPs are not substantively different is suggested by the eigenvalues of their individual structures. Three subjects (9, 14, 26) have eigenvalues that are approximately equal to those (.20 and .17) of the random subject. The remaining nine subjects have structures in which only the first eigenvalue is substantially larger (1.5 times or more) than that of the random subject. The dimensions corresponding to those eigenvalues were (in six cases) associated with the dominance-submission distinction. In one case (37) the main axis was likeable-aggressive, and in two cases it was unclear what the first dimension measured. In the light of these results we conclude that the 12 worst-fitting subjects generated data that are predominantly random error sometimes superimposed on a component of the general ITP.

The above observations are illustrated by the individual ITPs depicted in Figure 4. Shown in this figure are the scale configurations of eight subjects (1, 2, 9, 25, 37, 41, 55 and 56). Subject 2 is a ‘good’ subject, with an average total sum of squares. Subjects 1 and 25 are ‘average’ with a small and a large SS(TOTAL) respectively. Subjects 41, 9, 55, 37 and 56 are ‘bad’ subjects with increasing total sums of squares.

DISCUSSION

From the above results it appears that three-mode principal component analysis is a very useful and appropriate tool for the analysis of our kind of data. The advantage of three-mode analyses is that individual differences are treated within the framework of one model and that one obtains estimates of the parameters describing such individual differences.
Fig. 4. Eight Examples of Individual Scale Configurations
A special feature of the Kroonenberg and De Leeuw (1980) version of three-mode principal component analysis is that their treatment of the total sum of squares makes it possible to distinguish between SS(FIT) and SS(RESIDUAL) for each element of each mode (cf. formula [6]). Especially in the case of small weights (saliences) for the group space dimensions it enables the separation of points with a bad fit, as is indicated by a small SS(FIT) and a large SS(RESIDUAL), from points with a small, but well-fitting configuration, as is indicated by both a small SS(FIT) and a small SS(RESIDUAL). In the first case the data show much variation, but in a way which is not in agreement with the model; in the second case the relatively little variation is in accordance with the model. Using the residual sums of squares it was possible to select “good” and “bad” subjects, i.e. subjects who conformed to or deviated from the group ITP.

Our final methodological comment concerns the use of “artificial,” “conceptual,” or “idealized” subjects or “points of view.” When using such “subjects” it is especially useful to specify their “ideal” response patterns on the basis of a substantive theory, instead of on the results of the analysis. By assessing the difference between the real subjects and “ideal” ones, it is possible to accept or reject the models underlying the construction of the latter one and simplify the interpretations of axes.

With regard to the psychological content of our study, our main concern is the extent and nature of individual differences among ITPs. In our presentation of the results we made a distinction between individual differences within and individual differences outside the three-mode principal component models. Both the T2 and the T3 analyses showed that individual differences allowed by these models were to a very large extent explained by one dimension: the magnitude of the diagonal elements of the subjects’ core planes. This means that the largest variation among our subjects consisted of differences in size or area of the individual configurations, i.e. some subjects had large “circles” and others had small “circles.” These results indicate that the subjects had ITPs that were basically similar, and that the inter-subject differences must be attributed to differences in response style: some subjects tended to give more extreme and/or more differentiated ratings than others. Such response style differences can be easily detected in the raw data. Some subjects gave only ratings between 4 and 7, some added an occasional 3 or 8, and others had data
matrices with many 1's and 10's. Extreme ratings may, in the present case, also be the result of a particular way of drawing inferences. For instance, if a stimulus person was described by trait A and B, some subjects always gave 10 ratings on the corresponding A and B scales, whatever the particular combination (e.g. dominant and submissive). Other subjects applied some sort of information-integration process, and gave less extreme ratings (often 5 or 6) of the dominance and the submissiveness of this stimulus person. Evidence of these different types of inferential processes was also found in the subjects' answers on a few open ended questions regarding the way they made their judgments (Van der Koot and Bakker, Note 1).

Individual differences that are not permitted by the three-mode principal component models lead to lower fit/residual ratios for those subjects who do not conform to the model. As separate analyses for a number of individuals showed, lack of fit in the T2 and T3 analyses did not point in the direction of qualitatively different ITPs, but rather indicated partial changes and/or chance fluctuations that were superimposed on the common structure. This finding supports the conclusion that our subjects used one common, possibly culturally shared Implicit Theory of Personality.
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