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Chapter 1

INTRODUCTION
The aim of this study as a whole is to foster the growth of environmental science into a fully-fledged problem-oriented discipline. In this introductory chapter, this aim is related first to environmental science in the Netherlands, a country as rich in landscapes as it is in environmental problems. Then, the aim is approached at a more fundamental level: can, for instance, a discipline be problem-oriented and a real, theory-rich science at the same time? This exploration leads to a formulation of what a 'fully-fledged problem-oriented environmental science' is, and it is indicated that the aim of the study may be operationalized into three objectives, coinciding with its three core chapters: (1) to develop a (one-world, fully interdisciplinary) framework for research and teaching, (2) to clarify environmental science's normative foundations and (3) to develop a methodology for research into the social causes of environmental problems.

Contents of Chapter 1

1.1 Environmental science in the Netherlands and the position of this study . . . 4
1.2 Theory and the aims of science ............................................. 10
1.3 Problem-oriented environmental science .................................. 15
1.4 Aims, structure and overview of this study .............................. 18
   - Overview 19
Annex 1.I: Research subjects 1986, 1990 ................................. 22
Annex 1.II: Empirical, normative, applied: A general image .......... 24
Q. Mr. Arbuthnot, I understand that you have undertaken a career as a social scientist.

A. That statement conforms in a high degree to its truth value in terms of reality testing.

Q. What's that again?

A. Yes.¹

1.1 Environmental Science In The Netherlands And The Position Of This Study

In the 1970s, largely as a response to the rapidly growing public awareness of environmental problems, the majority of Dutch universities established Centres for environmental science, most of them with a multidisciplinary staff and an interfaculty position. Besides these centres, most universities have spawned 'environmental specialisms', such as environmental law and environmental chemistry, within the traditional disciplinary walls.

Taken as a whole, the environmental science centres have been growing at a steady rate of 10% per year (ICM, 1987), at present comprising a total payroll of 200 'full-time equivalents' of academic staff (RAWB, 1989). Most of these people are still funded by government research contracts, but from the late eighties onwards the universities have been catching up on funding the centres themselves, an evolution connected to a rapid growth in environmental science education.

Fitting nicely into the general descriptions of the process of professionalization (Johnson, 1977), a bi-monthly scientific journal was started in 1986, and an Association of Environmental Scientists in the same year. A one-year post-academic professional training course was established in 1987.

The early nineties have been characterized by rapid developments in environmental science education. Up to that time, only minor subjects and field research had been supplied to the surrounding, monodisciplinary departments. By shrewd planning,

¹ Taken from Bereldsen, "The Cliché Expert Testifies on the Social Sciences", manuscript privately circulated circa 1950s, found in Dubin (1969).
some students could study environmental science for up to two years but even then they still remained students in biology, sociology or whatever. At present, six Centres offer environmental science curricula of three to four years.

The present study, as its title indicates, is about environmental science theory. The coming sections of this chapter will discuss what such theory should contain and delineate the aims of this study more specifically. At this point we may gain an initial impression by simply taking an empirical look at what Dutch environmental scientists are actually doing in their research and education work. Annex 1.I gives an overview of the characteristic subject matter of research at the environmental science centres; Box 1.1 does the same for a typical introductory course. I have left the listing fairly long in order to preserve its empirical, uninterpreted character.

The research subject list of Annex 1.I is structured along two dimensions, taken from ICM (1987), a report written by the coordinating body of Dutch environmental science. The first one is the level of generality of the knowledge that is sought. 'Theory', as will be discussed further in the next section, is roughly equivalent to 'general knowledge', for any kind of science. As a first conclusion, then, Annex 1.I shows that in a loose sense (because many Dutch environmental scientists will doubt whether all the general knowledge they develop really deserves the honourable label of 'theory'), environmental science theory is not something strange to environmental science; it is not a discipline that can be conceptualized simply as only an area of case-by-case applications of theories from elsewhere. As we can see further in the Annex, the 'general research' level was more substantially filled in 1990 than it was in 1986; theory-building is a trend.

The second structurizing dimension in Annex 1.I is a classic in Dutch environmental science, namely a subdivision of the discipline not by the type of ecosystem or social system that is researched, but by the type of environmental problem that is addressed; categories here are "environmental hygiene", "nature and landscape", "environment and development", "energy and physical resources", or others of the same order. Also, Annex 1.I shows that the discipline is virtually saturated by normative terms such as pollution, risk, management, impact, evaluation, standards, policies, depletion, over-exploitation, design and so on. As a second conclusion, the Annex shows that, again in a loose sense (because many environmental scientists will doubt whether the orientation is as all-pervading as I suggest) Dutch environmental

---

2 Environmental problems, as Chapter 3 will explain more fully, may be defined as discrepancies between (actual or expected) facts and norms, at the level of impact (e.g. environment-related health), at the level of environmental parameters (e.g., toxic substances in the air) and at the level of environmentally relevant activities (e.g., a proposed highway).
science is problem-oriented\(^3\), paradigmatically permeated by a normative sense of right and wrong.

Annex 1.1 also shows that Third World problems and global problems are studied by the same institutions that study the local and the national, 'Western' ones. Hence, a third conclusion is that the discipline is conducive to a one-world approach (Sanyal, 1990), i.e. research and education that treats the world not as a small number of homogeneous political-economic blocks, but as a manifoldedness of differences, united on a single globe.

The present study is, or at least aims to be, one hundred percent theory, problem-oriented and 'one-world'. In that sense, it is nothing but an enhanced version of what Dutch environmental science is already. At the same time, however, this study is not at all a review of what Dutch environmental science (or, for that matter, environmental science anywhere) is predominatingly doing at present. It does not build on present strong points, but instead tries to strengthen the weak ones. The identification of what these weak points are depends, of course, on one's vision of what environmental science should be; this will be the subject of the next sections. Here, Annex 1.1 may again serve to provide a first impression.

It can be seen that, as a whole, the discipline is dominated by the natural sciences (roughly: studying the environment, and environmental impacts, in a normative, problem-oriented perspective).

Secondly, it can be seen that the theory level is still relatively poorly developed. The discipline has a tradition of 'problem hopping' (De Groot, 1992), addressing one environmental problem after another, without much reflection on their general causes, on general methodologies or on the normative principles that are applied to define what is a problem or a good solution at all.

This character of the discipline coincides with what is usually denoted as "environmental management", encountered in textbooks such as Ortolano (1984), Baldwin (1985), Jørgensen and Johnsen (1989), Dorney (1989)\(^4\) and many others\(^5\). Exag-

---

\(^3\) The problem orientation of Dutch environmental science is also visible in its self-declarations. Bouwer and Gersie (1983) say that environmental problems are the object of environmental science, and warn against the "traditional overburden of non-problem-oriented notions" of other disciplines. In the same vein, Tellegen (1983) warns against the vagueness of ecological concepts, and proceeds by saying that "the environmental scientist should search for the causes and solutions of environmental problems with a maximum of openmindedness". For opinions from outside the discipline, unanimous about the problem-oriented character of environmental science, see Zonneveld (1983), Zandvoort (1986), Mertens (1989) and Van Hengel (1991).

\(^4\) Dorney (1989), for instance, lists 51 types of tasks for environmental management,
- 20 under the heading of 'Principles Applicable to General Planning', among which: 'identify objectives', 'evaluate new technology', 'assess designed land use flexibility', 'undertake risk assessment';
- 23 under the heading of 'Natural Science-Based Principles', among which: 'inventory resources', 'determine carrying and assimilative capacity', 'identify areas opportunity', 'map land sustainability', 'identify indicator and rare species';
gerating slightly, the aim of this environmental management is to analyse the natural science aspects of an environmental problem, and then try to solve it directly by means of technical measures.\textsuperscript{6,7} It is much to be applauded that from the late 1980s onwards, this focus of environmental science has begun to shift in the Netherlands; a growing amount of attention is being given to the fundamental aspects of global environmental problems and sustainability, the social causes of environmental problems and the linkages between environmental science and ethics. This movement is not just a nice enrichment of an interesting discipline; it is a crucial step if environmental science really wants to contribute to the prevention of suffering on an unprecedented scale, inherent in the present rates and causes of environmental destruction.

Environmental science education is less dependent than research on external funding by traditional (monodisciplinary and government) agencies. Therefore, it may be regarded as a more direct expression of what environmental scientists themselves want their discipline to be. Box 1.1 has been included for this reason, summarizing an introductory course\textsuperscript{8} (2 months' study-time) for third-year students following an environmental science minor. Visible in the Box are the 'environmental specialisms' such as environmental chemistry and environmental law, included in the course and yet different from environmental science proper. In the Dutch tradition (e.g., De

\textsuperscript{8} under the heading of 'Social Science-Based Principles', among which: 'identify perception where acceptance or rejection resides', 'develop strategies to alter values', 'map recreational capability', and 'specify public participation approach'. All these tasks (and the others not listed) pertain to the environmental problem and the design and implementation of its solutions, not to the problem's social causes.

\textsuperscript{5} The collective product of UNCRD/ILEC/UNEP (1987), for instance, formulates the objectives of environmental planning and management as "(1) assess environmental consequences of alternatives [= problem analysis and evaluation], (2) resolve conflicts and allocate the use of resources [= design], and (3) direct, control and manage development activities [= design and implementation]". Consequently, four "stages" are identified: "Diagnosis and prevention; Plan formulation; Plan implementation; Monitoring and evaluation", without problem explanation.

\textsuperscript{6} Strangely enough, the environmental management handbooks also neglect the design of technical measures or policies; Section 3.11 gives some more details on this.

\textsuperscript{7} Also, the environmental management textbooks are dominated by matters of pollution and waste. In this respect too, the present study shows the opposite emphasis, i.e. an emphasis on problems with respect to nature, natural resources and basic sustainability. Bluntly put, this study is everything that the four quoted books are not; they represent the traditional and still quite strong backbone of the discipline, while this study represents the new outgrowths. Together, one could say, they make the discipline.

\textsuperscript{8} Much more than the short courses, the three-to-four year curricula are dependent on endorsement by surrounding departments. In the Netherlands, these curricula show a strong bias towards either the social or the natural science departments; it is either environmental science plus social science, or environmental science plus natural science. It is hard to say whether this expresses what environmental scientists think is justified or simply represents a compromise with the academic power centres. See also the Annex of Chapter 2.
Groot and Udo de Haes, 1983; Boersema et al., 1984, these disciplines are conceptualized as branches of their respective 'mother disciplines', feeding into, but not part of, interdisciplinary environmental science. More important for the purpose of this study, the basic characteristics of this course, compared to those of the research subjects, are as follows.

- All students follow a common, general introductory part, before branching out to the two sequels, focusing on Western and Third World problems, or following them both. Thus, a theory level and a one-world tendency are more visible than they are in the research list.

- Environmental problems hold a place of primacy as they do in the research, but problems are not visualized as only in need of analysis and solution, but also of explanation, i.e. the study of the social and normative context from which they arise. As a result, philosophy and social science are much more visible inputs.

Although the level of what is taught in the course is not comparable to what is studied in the research, the course is more advanced in the sense described in the previous paragraph. It depicts a more fully-fledged problem-oriented discipline, gaining in scope and depth with respect to its environmental management origins.

The aim of the present study, therefore, has not been that of a lone hunter, although at certain points the author could not escape that feeling. Besides drawing much from surrounding disciplines such as philosophy and the social sciences, it builds on many inspirations from within the discipline itself.

The aim and structure of the study will be more fully enunciated in the Sections 1.3 and 1.4. First, however, it serves to cross over for a while to the complete opposite of taking a simple empirical look at the discipline. The next section thus touches upon the one of the more fundamental struggles out of which this study has grown. The basic question considered there is: can a problem-oriented discipline be more than merely an area of application of other disciplines? In other words, can it really have a theory level of its own? Or, in yet other words, can it be a discipline at all? This question, obviously, has much to do with the basic image of what science, real science, is.

9 The Dutch term 'environmental sciences' (plural) thus denotes the environmental specialisms plus environmental science. This differs from the Anglo-Saxon tradition, in which 'environmental sciences' usually is the umbrella term for geology, oceanography, physical geography and so on. In that conceptualization, 'environmental science' (singular), as visible in Kupchella and Hyland (1986) and Chiras (1988), comes to denote the conglomerate of the applied branches of these environmental sciences, hence without the non-physical disciplines such as environmental law, sociology or ecological anthropology. Weis (1990) provides an overview of U.S. undergraduate environmental science programs. On the whole, the picture is the same as in the textbooks: a strong domination of the natural sciences, a problem-orientation that is understood as the application of these sciences, and some brief glances into social science and ethics.

10 Another one is described in Section 3.1.
Box 1.1

**SUBJECT MATTER OF THE COURSE 'INTRODUCTION TO ENVIRONMENTAL SCIENCE' AT LEIDEN UNIVERSITY, 1991**

**COMMON CORE**
- First exercise: aluminium, energy and North-South linkages
- Environmental Science I: history, mission, basic concepts, interdisciplinarity
- Environmental Science II: environmental problems overview
- Environmental Science III: the concept of sustainable development
- Environmental Science IV: analysis and explanation of environmental problems
- Environmental Science V: design and evaluation of solutions
- Environmental philosophy
- Environmental movement
- Environmental policy (national, international)
- Exercise: chemical waste

**'WESTERN' SEQUEL**

*Environmental specialisms*
- Environmental chemistry and toxicology
- Environmental biology
- Environmental economy and sociology
- Environmental psychology
- Environmental law

*Cases*
The manure excess problem:
- background views, analysis, explanation
- policy options and policy design

Landscape fragmentation:
- landscape excursion
- problem analysis

Climate change:
- problem analysis, policy options
- exercise: policy design

**'ENVIRONMENT AND DEVELOPMENT' SEQUEL**

*Problem analysis and explanation*
- Normative foundations
- Natural science analysis and explanation
- Carrying capacity in the field
- Cultural explanations
- Socio-economic explanations
- Gender in analysis and explanation
- Exercise: North Luzon region

*Design and action*
- Environmental planning
- Environmental projects
- Participation and action research
- Environment and development cooperation
- Exercise: participatory design of environmental project, North Cameroon
1.2 Theory And The Aims Of Science

Theory is the core of any discipline. Internally, theory guides a discipline into efficiently framing and solving questions and inspired exploration of new areas. Externally, theory is what a discipline is judged by, and rightfully so, in Academia. It is useful, therefore, to briefly review what this concept stands for.

(1) In the Oxford dictionary, we read: *theory is a supposition explaining something, based on principles independent of the phenomena etc. to be explained.*

(2) From social science comes the definition of Hess et al. (1982): *theory is a set of logically related statements* that attempt to explain an entire class of events.

(3) And from the humanities, e.g. the historian Ankersmit (1984): *theory [of history] is the level of generality between the level of philosophy [of history] and the level of [historical] studies.*

(4) In natural science, no-one bothers much about a definition of theory. In Einstein (1976), for instance, we find some characteristically off-hand statements: "..... theory (equations) ....." and "A theory is the construction of a theoretical model ....." in which the model "serves to represent the complex of our experiences".

One notion, obviously, is common to all definitions. Theory statements are general statements, relating to 'an entire complex' at a level that may not be as high as philosophy, but is more general than separate cases. We already encountered this notion in the previous section; terms like Merton's (1967) 'middle range theories', as opposed to the 'grand theories' of society as a whole, work with the same definition.

The four definitions, curiously, do not demarcate between general trivialities and general statements of a higher quality. In everyday language, however, nobody refers to general trivialities as theories. They are true, but they are too obviously true, too much in the realm of common sense. Everyday language follows Popper (1972), demanding that scientists should search for what is unlikely, and yet true.

As shown by the ethno-methodologist Garfinkel (1967), the cognitive processes of daily life (ethnomethodologies and ethnotheories, we could say) are not qualitatively different from those of science, but only by degree, e.g. their degree of precision and accountability. These criteria, in my view, hold throughout the scientific landscape. At the same time, practice shows that large differences exist with respect to the degree and type of sophistication necessary for a general statement to pass the 'theory test'. This is not a contradiction, since much depends on the nature of the phenomenon the statement is about, especially its accessibility and complexity. At the extremes, scientific competence is shown either by stating quantitatively sophisticated things

---

11 In this chapter it is not discussed whether a theory should be 'related statements' or single ones. I ignore whether $E = mc^2$, for instance, is a single statement or a set (or a 'model', or a 'law'); the term theory is used throughout.

12 See also the discussion in Section 7.6.
about very simple phenomena (say, molecules), or by stating qualitatively sophisticated things about very complex phenomena (say people, or cultures). The demarcation between everyday knowledge and scientific knowledge, therefore, is not a horizontal plane dividing the two levels of sophistication, but 'hilly', differentiated discipline by discipline.

This image holds some relevance with respect to the inferiority complex of social scientists. It also holds some relevance as to why this study is called 'Environmental science theory' in spite of the fact that its greatest achievement in the quantitative field is the proper numbering of the footnotes. The prescription of how to explain an environmental problem (Chapter 5) should be judged by the same criteria, and yet very differently from, say, a prescription to perform the t-test.

I have stressed the point, however, in order to prepare for a more essential matter. In the image of the hilly demarcation between scientific and everyday knowledge, the demarcation pertains to all realms of human reasoning. The deeper consequences of this may be assessed by taking stock of what these realms of human reasoning are. I shall start with the everyday level.

(1) If somebody is always irritable on Mondays, we may explain this, say, as the after-effects of the weekend stresses of a bad marriage. Or if we see dark clouds gathering, we may expect rain. With such everyday-level explanations and predictions, we 'test' their empirical truth by means of counter-'hypotheses' and everyday statistics, for instance.

(2) As parents we may have to choose which type of school would be best for our 10-year-old child. Then, we will probably do some everyday statistics with simple facts, e.g. school tests, as we did above with the bad temper and the dark clouds. Typically for a situation like this, however, we also try to come to a different, deeper understanding, i.e. a 'Verstehen' to what the situation means - not to us or the child as an object of everyday statistics, but to the child as a subject whose hidden potentials we may somehow grasp, as a structure not yet unfolded.

(3) During a discussion, we may say, for instance: "First you say one thing, then another, but they can't both be true, can they? Be logical!" In such a case, we do not refer to empirical truth, but to the formal correctness (the tautologicalness) of statement structures.

(4) In many other everyday discussions and reflections, facts (1), understanding (2) and correctness (3) have a status as tools, but the objective of the discussion is to formulate what is the right thing to do. Sometimes, the focus is on a more or less fundamental, ethical question. Sometimes, it is simply a question of evaluating different types of car in order to decide which one to buy. In yet other cases, the key is the design of something, e.g. a holiday plan. In all cases, the focus may be either substantive (i.e. focusing on real-world actions), or methodological (i.e. focusing on the proper procedures for decision-making, design or, for that matter, doing empirical science).

In the image of the 'hilly demarcation', these four realms of everyday reasoning all
have their corresponding level of scientific theory. They are enumerated below, with (1) and (2) collapsed into one because, following Berger (1978), they are more like two extremes in a single dimension than the others. It should be borne in mind that the three aims do not exactly coincide with disciplines, as will be shown more extensively later on. Thus, the aims of science are:

1. The construction of formal correctness. Concrete proposals and more general theories that claim to meet this aim are tested for their tautological compliance with axioms. This test is 'internal', that is, without reference to real-world facts or values.

2. The empirical aim, i.e. the construction of truth. Proposals and theories claiming to meet this aim are tested for their compliance to facts, on the continuum from quantitative-statistical to 'deeper', more qualitative and interpretative procedures (Chapter 7). The facts concern both the physical world and the social world, as well as their interactions, e.g. 'people-environment systems'.

3. The normative aim, i.e. the construction of value, to be understood here as simply meaning 'the good', or the appropriate action. Proposals and theories claiming to meet this aim are tested for their compliance to norms (criteria etc.).

The discussion of the present chapter concerns the normative aim and its status with respect to the empirical aim. Here, it serves to note that, implicitly, we have arrived at an image of science that runs counter to the dominant one. We see this, for instance, in the definitions of the theory concept at the beginning of this section; 'theory' there denotes only empirical theory, and especially explanatory empirical theory. In the philosophy of science expressed by its mainstream authors (Popper, Kuhn, Lakatos), 'science' is only empirical science, and in fact only a privileged part of that (physical science), and again in fact only a privileged part of that (physical science studied in the statistical-quantitative tradition), and in fact again a privileged part of that, namely, the study of nature's lowest system levels (elementary particles; the universe; molecules). If you have the misfortune of being a biologist, for instance, and you want to study the interaction between antelopes and lions, never try to convey some real understanding of the fear of the antelope when it spots the lion in its deadly spurt; just measure the speeds and the energy budgets and correlate these with the population age structure, no matter how trivial (Passmore, 1974; Chapter 8).

In the totalizing discourse of modernity, as the postmodern philosophers call it in the footsteps of the older critics of Cartesian science (Habermas, 1981; Chapter 4), one type of rationality is erected above all others. Everything falling outside this scope is "metaphysics", "ethics", "not value-free", "technology", "applied science", "narrative", "humanities", "preparadigmatic", "management", "social engineering", "qualitative explorations", "area studies" or whatever, but not science, certainly not real science. Its unfortunate practitioners must either accept that they are of some inferior breed and pass under the yoke each time they apply for funds, or create a hide-out under as big a heap as possible of logico-mathematical and laboratory brambles, or gather their own strength and go separate ways, as the technologies have done.

Environmental science, if it wants to live in the Cartesian palace, cannot escape failing one way or another. It either has to 'go for status' and confine itself to the
'value-free' study of the environment or people-environment interactions, or it has to accept being only an area of application, applying theories of the true sciences, without a theory level of its own (Verkroost, 1987).

In the first option, environmental science would end up in the quiet harbour of trying to duplicate physical and social geography, ecological anthropology and the other empirical disciplines already studying people-environment interactions. In the second option, environmental science would end up where so many attempts to create society-oriented areas of interdisciplinary studies have (rightfully) ended: a re-integration into the old monodisciplines (Chapter 2). In practice Dutch environmental science has long been trying to follow an intermediate course between Scylla and Charybdis, focusing on physical-scientific modelling and 'problem-hopping' in the "environmental management" style, close to the government agencies doling out the funds for applied research. This strategy has been successful in the sense that it has bought time and has laid a quantitative basis for the environmental science centres. This is exactly how far the intermediate strategy goes, however.

On the basis of the strength gathered in the 1980s, environmental science has begun to slowly establish linkages with (dangerous, low-status) disciplines like social science and ethics, and has begun to assemble its own theory level. Thus, it is moving out of the Cartesian trap, proving to itself little by little that a discipline can be problem-oriented and theory-rich.

This, basically, is also the strategy followed in this study. There will be no foundational discussion with the dominant image of science. Instead, I have used the everyday discussions and the 'hilly image' of science to simply define that normative, problem-oriented science is possible, thus side-stepping the Cartesian trap; the 'proof' that life is nice out there will essentially be given if you, as a reader, have found that out for yourself. Theoretical support for this journey will be given little by little. In Annex I.II, Edward (an astronomer standing for empirical science) and Norman (a mechanical engineer standing for normative science), will settle the issue once and for all (at least, to them), focusing especially on the distinction between normative science and applied studies. In Chapter 2, the Cartesian trap will surface with respect to the issue of interdisciplinarity. In Chapter 3, it will be shown that, elegantly like an amoeba, normative science engulfs the empirical disciplines. Chapter 4 provides a brief postmodern flash. Chapter 5 provides an actor model that transcends the Cartesian *homo economicus*. Chapter 6 discusses environmental science stepping beyond a claim to privileged rationality. Chapter 7 discusses non-quantifying directions for environmental science. And in Chapter 8, Cartesian Man roams around for the last time.

Theory may now be defined as: sophisticated general knowledge for the construction of formal correctness, truth, or value. Here, 'sophisticated' refers to the demarcation with respect to everyday knowledge. The three types of theory are logico-mathematical, empirical and normative, respectively. The phrase 'for the construction of ....' denotes that, in the last resort, a theory's adequacy is established at a level of general-
ity lower than the theory itself, viz. the level of specific studies, where empirical hypotheses are tested for their conformity to facts, and normative hypotheses (e.g. proposals to solve conflicts, designs of environmental projects, evaluations of policy plans) are tested for their conformity to values, e.g. a general theory of justice (Rawls, 1971), or the somewhat less general criteria of environmental science (Chapter 4), or the specific criteria of target groups.

In encyclopedias of science, normative science or theory is defined in the following ways.

- "Normative theory may be used as an attempt to provide a systematic course of action for the solution of a social problem" (Theodorson and Theodorson, 1969).
- "Normative sciences are those that do not explain what is, but ground what should be" (Grooten and Steenbergen, 1958).
- "Normative sciences are those for which guidelines for behaviour are the object" (Kuypers, 1979).

In a general sense, these definitions are in agreement with mine. However, in these definitions normative science tends to be perceived as being more aloof from real-world action and design. In my definition, the family of normative disciplines runs all the way through to, say, mechanical engineering.\(^{13,14}\)

Finally, it serves to note that normative theory may be conceptual, substantive or methodological.

- **Conceptual** normative theories are those claiming to describe basic structures in the world of values (as do conceptual empirical theories in the world of facts). Most of Chapter 4 is an example.
- **Substantive** normative theories are those claiming to describe contents in the world

---

\(^{13}\) Other terms often used to denote essentially the same as 'normative' are 'practical' and 'prescriptive' theory and science (e.g. Strike, 1979; Koningsveld, 1987; Voogd, 1985). That Strike's 'practical theory' denotes the same as my 'normative theory' is shown, for instance, by his insistence, much as in Annex 1.II, that 'applied' means something different from 'practical': "The term 'applied science' is misleading (....). We need to distinguish between explanatory and practical theories." I have preferred the term 'normative' because it has fewer connotations with 'applied' and rigid recipes than do 'practical' and 'prescriptive'. Another term often associated with normative science is 'critical science' (e.g. Verhoog 1988). This should be avoided on deeper than terminological grounds. Although environmental science is often critical with respect to existing policies, this is not intrinsically so. As an example, we may take Van den Berg and De Groot (1987). In this study, my colleague and I used current objectives of soil and water policies as the 'value input' to design a monitoring strategy for aquatic sediments. This is an (applied) normative study, but nothing critical.

\(^{14}\) It may be noted that these definitions, as does my own, run counter to a well-known perception of normative science, found, for instance, in Van Hengel (1991): "The normative sciences do not reason out what is good, but which [externally decided] objectives are implementable". This definition comes remarkably close to Weber's idea of value-free empirical science: "An empirical science can teach nobody what he should do, but only what he can do" (Laeyendecker, 1981, p. 314). Normative science in this sense, cut off from connections with ethics, is not normative science at all; it is the science of the 'value-free' builders of implementation machines, social or technical, for anyone powerful enough to dominate the formulation of objectives, i.e. government and the big corporations. (Ironically, this is the very image of science Van Hengel seeks to criticize in his article.)
of values; again, they have their empirical counterpart. Ethics (not meta-ethics) are an example, as is Chapter 8.

Methodological (normative) theories are those claiming to describe appropriate ways for the construction of value (as defined before), e.g., to design a regional plan, to do an economic evaluation or to approach moral matters in a contextual procedure (Chapter 4). Methodological theories have no empirical counterpart; the methodologies in empirical science are normative elements serving the overall empirical aim. From the basics of the 'empirical cycle' down to the level of laboratory prescriptions to measure dissolved phosphate, they are designs made to meet the criteria of validity, cost-effectiveness, replicability and so on. They are not tested for their truth content; as any design, a bad method is as true as a good one. Thus, also the action-in-context framework discussed in Chapter 5, claiming to be a flexible, rich and cost-effective way to explain environmental problems, is also an example of methodological, and with it normative, theory.

The core of the next chapter ('How To Make An Interdiscipline') is another. As the subtitle of the present study states, its emphasis will be on conceptual and methodological matters. Throughout the study, the term 'theory', when standing on its own, will denote all three types.

### 1.3 Problem-Oriented Environmental Science

Combining Section 1.1 and the previous section, by now it will roughly be clear what 'problem-oriented environmental science' is. This section aims to sharpen the general notion, so that we arrive at a (simple) definition with sufficient footing underneath.

'Problem-oriented environmental science' obviously denotes a discipline. The previous section has focused on the aims of science, however. The first issue of this section therefore is to settle the relationship between these two concepts.

As we noted already, empirical disciplines contain normative elements. They also use many products of normative disciplines, e.g. as in Annex 1.II the astronomer uses the telescope designed by the mechanical engineer. Analogously, normative disciplines contain many empirical facts (e.g. environmental models) and use many products of empirical disciplines, especially 'middle-range' theories. As discussed in Annex 1.II, this mutual exchange (or overlap, as drawn in the Annex) typically concerns ready-for-use, that is, applied products (or 'finalized' products, as the Starnberger philosophers of science put it). All this does not change these disciplines' character as empirical or normative disciplines, however; this character is defined by the disciplines' final aim, which expresses itself in their basic structure, the objects they study (e.g. social problems, not social systems) and especially the questions they ask, as we will see
In this conceptualization, most disciplines belong unequivocally to one of the two realms. Some large and vaguely defined disciplines, however, encompass both aims in one structure. In psychology, for instance, the empirical and the therapeutical are also closely intertwined (Van Strien, 1986). Economy, on the one hand, is an empirical science, studying individual (micro) and collective (macro) behaviour; on the other hand, economy is the normative discipline that rules the world, proclaiming to hold the key for rational decisions (cost-benefit analysis), designing policies for further economic growth and environmental destruction (Jacobs, 1984) and, fortunately, also sprouting a small but lively subdiscipline of quite a different character (Chapter 4).

The problem-oriented disciplines are a subgroup of the normative family. Although the boundaries are vague, the family as a whole may be said to consist of three types of disciplines.

(1) Ethics occupies itself with the (grounds for) general values and normative procedures. Rawl’s theory of justice is a typical example. Focusing on more specific decision areas, ethics has several more applied branches; environmental ethics is one of them. The theory of cost-benefit analysis (Chapter 4) may also be seen in the applied ethics realm; good or bad, it is a (methodological) theory of fairness.

(2) Problem-oriented disciplines focus on areas of societal problems, e.g. law on problems of social order, medicine on problems of health, environmental science on problems of sustainability and our dealings with nature. Compared to ethics, they are much more concrete and 'filled with facts'. To a large extent, they remain operationalized ethics, however (Zweers and De Groot, 1987), giving concrete shape to the (proposed, supposed) good in countless (medical, juridical, environmental etc.) problem situations.

(3) Design-oriented disciplines differ from the problem-oriented ones in that they are grounded more in generalized societal demands than in concrete problems: civil engineering in the generalized demand for efficient infrastructure, agricultural science in the generalized demand for secure food production, landscape architecture in the generalized demand for harmonious surroundings, and so on. In general, the technologies are the typical example.

There is much more to say about the character and relationships of these disciplines.

---

15 An example is the concept of environmental capacity, cf. Chapter 3. An environmental capacity is a norm, denoting the acceptable number of cattle in a certain area, say. This norm is derived from 'higher' norms, e.g. the sustainability of the range or the protection of species. In the subsequent derivation, many facts are drawn in; probably even, the majority of the scientific work is on the application of empirical models. Still, environmental capacity remains a norm, part of normative environmental science.


17 Keynes referred to these two branches as 'positive' and 'regulatory', respectively.
Here, however, I will concentrate briefly only on the position of design and explanation.

Design is an inherent element in the problem-oriented disciplines, but these designs arise as answers (proposed solutions) to concrete questions (problems). In the design-oriented disciplines, the designs predominate. They wait, as it were, for problems to come by. Another difference is that in the design-oriented disciplines, not all designs are responses to problems. Many, as explained in Chapter 3, are "opportunity-driven", not problem-driven.

This is why explanations are poorly represented in the design-oriented disciplines. Opportunities can be explained, of course, but the explanation of an opportunity does not contribute to the design of a proper response to the opportunity (Chapter 3). The contrary is true with respect to problems; understanding the causes of a problem often generates the most cost-effective solutions. In the list of policy options in Chapter 5, for instance, the majority of options are connected to their social causes. In a more general sense, understanding why a problem has arisen is crucial to avoid unnecessarily shallow, symptoms-abatement solutions.

Common to all sciences is a notion of methodological circularity. In the positive branch of empirical science, for instance, there is the 'empirical cycle', i.e. the image that hypotheses are deduced from the general theories, that these hypotheses are tested in real-world cases, and that the results are fed back into the theory level. In the interpretative-hermeneutic branch, there is the 'hermeneutic circle' (Chapter 7). And in every textbook on physical planning, policy analysis, environmental management, farming system analysis, industrial design etc. we find the normative-science counterpart, often called the 'policy cycle' or 'design cycle'. Usually, three steps are distinguished. The first is characterized by terms such as problem identification, problem description, problem diagnosis, problem analysis, modeling and so on; in this study, I use problem analysis as the umbrella term. The second step is characterized by terms such as design, policy formulation, plan evaluation and so on; I use design as the umbrella term. The third step is usually called implementation. Although it will be given attention in Chapter 3 and especially Chapter 6, it is in itself not a type of research; I therefore leave it out in my 'normative science triad'.

Sadly missing in almost all textbooks and research practice is the explanation of the problem analyzed and attempted to be solved by way of some design. Why this is sad has been touched upon already, as well as the fact that environmental science (in the Netherlands, at least) is growing out of the 'environmental management' neglect of the causes of the problems it tries to solve.

Although normative-science research, especially of the applied type, is often strongly cyclical (Chapter 3), the basic sequence is to first analyse a problem, then try

---

18 If problems are in short supply, the technologies will try to raise them. The case of remote sensing ("an answer in search of a question") is a well-known example. Less innocent are the health-and-happiness technologies of medicine and psychotherapy (Achterhuis, 1979). The true success story is that of the military complex, on which the poorest continent of the world now spends more than on health, agriculture and education.
to find out why it has arisen, and then try to solve it. Thus, the methodological triad of problem-oriented science: analysis, explanation, design.

All concepts in the definition of problem-oriented environmental science now have sufficient clarity, depth and profile. Problem-oriented environmental science is the science of analysis, explanation and solution of environmental problems.

1.4 Aim, Structure And Overview Of This Study

In Section 1.1 it has been indicated that Dutch environmental science has three basic characteristics: problem-orientedness, a conduciveness to a one-world approach and a tendency to evolve its own theory level. Furthermore, the discipline has been seen to be dominated by the 'environmental management' emphasis on physical-scientific modelling and impact studies. At the same time, developments have been shown to exist towards studying the social and normative context out of which environmental problems arise. The preliminary formulation of the goals of the study was then stated as being to strengthen the basic characteristics and the new developments.

The subsequent sections explored the more fundamental layer of the endeavour, indicating that the goals are mutually compatible and may be summarized in a single aim: to support the growth of environmental science into a fully-fledged normative discipline of the problem-oriented type.

Three core objectives may be derived from the aim, which, on the basis of the preceding sections, I hold to be the most essential in view of the present (physical-science and "management"-oriented) state of the art:

- to supply environmental science with a paradigmatic framework that expresses what it is to be 'fully-fledged', sufficiently general to strengthen environmental science as a single (one-world, all-problems) discipline, and sufficiently concrete to guide the corresponding, fully interdisciplinary research;
- to strengthen environmental science's normative foundations, in order to sensitize the discipline to its linkages with ethics, and to facilitate more grounded, more critical and more consistent problem analyses, impact assessments and policy designs;
- to develop a general methodology for the explanation of environmental problems, especially with respect to their social causes, in a way directly connected to normative work.

These core objectives define this study’s three core (and longest) chapters:

- Chapter 3 ('Problem-in-context') is an attempt to formulate a conceptual framework encompassing the discipline as a whole (added to which is a brief review of another neglected area, design techniques);
Chapter 4 ('Values, functions, sustainability') focuses on the normative substance and methods that drive and structurize environmental problem analysis; Chapter 5 ('Action-in-context') is an attempt to show the explanatory way from problematic actions to actors, structure and culture in society.

The subject matter of the other chapters is more a matter of personal choice. Chapter 2, about interdisciplinarity, is a relatively light-hearted stepping stone to arrive at the bulk of 'problem-in-context'. Chapter 6, about participation, is connected to Chapter 3, and taken up primarily to counterbalance the idea that normative science, with its explicitation of the values brought into the research by agencies speaking in the name of nature or future generations, is inherently a top-down affair. Chapter 7 is connected to Chapter 4, further exploring the possibilities for a problem-oriented science to use the narrative and 'deep' approaches characteristic of the humanities. Chapter 8 is again connected to Chapter 4, aiming to set out in full bloom, personally and yet philosophically, a world view only briefly touched upon in that chapter.

Of the two core concepts of the study's subtitle, "one-world" and "problem-oriented", the latter has been the more 'driving' one. In the background, however, I have tried to keep a constant check, based on the literature and my own experiences, on the applicability of concepts and theories to the full array of problem scales and contexts, ranging from the pesticides in my own garden all the way up to global warming and all the way 'sideways' to Third World situations. Throughout most chapters, therefore, I freely mix examples and insights from the industrialized and developing countries.

Overview

Chapter 1, Introduction, focuses on the basic notions of what problem-oriented environmental science is, and what is needed to develop its full potentials.

Chapter 2, A Discipline for Interdisciplinarity, indicates that once a discipline is conceptualized as one problem-oriented discipline amongst others, the concept of interdisciplinarity loses its problematic character. Emphasis is put on the conditions (besides this self-perception) for growing from a collection of studies into a consistent discipline with a theory level of its own.

Chapter 3, Problem-in-Context, concerns a conceptual-methodological framework for applied and theory-building research of environmental problems, their causes and their solutions, interconnecting ethics, physical science and social science in a single structured whole. The chapter starts out with a discussion and a reflection on the difference between empirically studying people-environment systems and normatively studying environmental problems. The problem-in-context framework is then built up by way of an applied study example. The framework, being reflective and recursive, then appears to contain the study of people-environment systems, but in a specific way. The framework is subsequently formalized and some attention is paid to design
Chapter 4, *Values, functions, sustainability*, focuses on a specific part of problem-in-context, the 'value input' for problem analysis and design, and the procedures of evaluation. First, attention is given to matters of structure, such as the derivation and aggregation of environmental quality parameters. Then follows an interlude on contextual ethics, needed for the next section, where the criteria of naturalness and diversity are operationalized. Then follows an enumeration of the functions of the environment, because of their important position as a structurizing concept between environmental quality parameters and the 'final variables' of environmental science. The chapter is rounded off by two topics of normative economics: the proper way to include sustainability in the national accounts, and the basic issue of how to account for the value of sustainability in efficiency-oriented project and policy evaluation (e.g. cost-benefit analysis). In the Annex, the value of sustainability triggers off an excursion into normative modelling, resulting in the notion that the square metre is both a practical and the most policy-relevant parameter for foundational sustainability models. The substantive basis of this is that not energy but pollution, biodiversity and productive ecosystems are the key variables of sustainability.

Chapter 5, *Action-in-Context*, focuses on another part of problem-in-context, the social causes of problematic activities. It tries to develop a relatively strict but flexible research methodology, guided by principles of relevance, to lead the way from the environmental problem to structure and culture in society. The core of the approach is to study actions, actors, options and motivations. Tied to these options and motivations, secondary and subsequent actors and factors may be identified. Then, layer by layer, the options and motivations of each actor can be related to wider contexts. The chapter is rounded off by a discussion of what 'model' to adopt to understand actors, and an enumeration of the types of policy options ('instruments') that may be identified through action-in-context research.

Chapter 6, *Participation in Environmental Management*, is a much simpler account of ways to involve 'outsiders' (problem causers, problem victims, intended policy implementation agencies etc.) in applied problem-oriented research.

Chapter 7, *Interpretative Directions for Environmental Science*, is an informal exploration of the possible roles of 'narrative' and 'deep' approaches in problem-oriented work, such as EIA or environmental quality assessment.

Chapter 8, *Partnership with Nature*, sets out to show the relevance of world views in environmental problem conceptualization and solution, and discusses some of these world views. It then continues with one of these, different from traditional 'stewardship' and from Oneness-with-nature metaphysics, exploring its connections to current philosophies and the Christian faith, and ending with an indication of its practical implications.
The aim of this study is such that it largely ignores the existing achievements of environmental science in its narrower, 'environmental management' conceptualization. This study should therefore not be taken as describing, empirically or normatively, the subject matter of problem-oriented environmental science as a whole. The discipline, in my view, should do its best to become a more consistent (and one-world, all-problem) discipline (Chapters 2 and 3), it should be more actively aware that a normative discipline needs its own normative foundations and linkages to ethics (Chapters 4 and 8), it should explore its connections to the humanities (Chapters 4 and 7) and it should spread its much-needed wings into the social sciences (Chapters 3, 5 and 6), but it should of course also retain its 'traditional' core of physical-scientific modelling and applied policy designs.
ANNEX 1.I

Research Subjects Of Environmental Science At The Leiden University And The Free University Of Amsterdam

Source: Annual reports for 1986 and 1990. The year 1990 has been included to indicate the growth of the general research level and because the Third World problem field in 1986 was too recent to give a representative picture. The problem field of 'energy, waste and physical resources' is lacking because it is covered by other centres.

General research, 1986
- long-term identification of environmental problems
- development of a regional module in the Integrated Environmental Model
- concepts and methods for normative environmental science
- social and financial environmental policy instruments
- counterfactual history for long-term environmental evaluation

General research, 1990
- an integrated environmental quality index
- evaluation methods for EIA
- the sustainability concept in regional environmental modelling
- national sustainability indicators
- instruments for product-oriented policies
- financial instruments for environmental policies
- environment and international trade
- natural resource valuation and accounting
- concepts and methods for normative environmental science
- ecosystem and policy concepts for regional environmental policies
- ecology-based environmental quality assessment
- eco-profiles of products

Nature, natural resources and landscape, 1986
General
- the concept of ecological infrastructure
- ecotope description, prediction and evaluation system
- landscape-ecological information and interpretation system
- ecological risk analysis

Case studies
- cattle in forest management
- criteria of 'wise use' of Dutch delta wetlands
- valuation of natural resources in Eastern and Western Europe
- various nature development plans for agricultural areas
- nature development and agriculture in the European Community
- nationwide exploration of the impacts of groundwater over-extraction
- economic benefits of forest management
- design of wetlands for water purification
- acid emission standards with respect to nature protection
- ecological management of agricultural ditch banks
- determinants of meadow bird densities
- pesticide impacts on terrestrial vertebrates

Third World problem field, 1990

General
- EIA for developing countries
- timber trade and deforestation
- success and failure of environmental projects
- participatory local environmental appraisal
- development and conservation of tropical wetlands

Case studies
- environment and rural development in Botswana
- environmental evaluation of Dutch development cooperation
- environment and tribal groups in Indonesia
- carrying capacities for sea cows, Indonesia
- pioneer shifting cultivation, The Philippines
- wildlife and grazing management, Cameroon
- local resource management, Cameroon
- regional environmental problem assessment, The Philippines
- incentives for reforestation, The Philippines
- nature management in Sahelian wetlands

Pollution and Health, 1986

General
- development of the Sectoral Emissions Model
- financial instruments for pollution abatement
- environmental health prediction and evaluation system
- quantitative structure-effect relationships (QSARs) of pollutants
- various methodological studies of bio-monitoring
- a model for the economic effect of pollution control
- 'environmentally conscious' product design.

Case studies
- various pollutant monitoring projects (heavy metals in water and sediments, PCBs etc.)
- bio-accumulation in polluted sediments
- various studies of technological options for emission abatement (including acid emissions) and their economic effects
- various 'pollutant overviews' (PAHs, bromine)
- design and evaluation of various monitoring systems
- environmental impacts of energy systems
- impact of acid rain on materials
- an evaluation method for bulk waste strategies
- ecological rehabilitation of polluted soils
- various analyses of public complaints and attitudes
- potentials of a products-oriented environmental policy
- pesticide risks for young children
ANNEX 1.II


A bar, at midnight. Subdued light. Metaphysical atmosphere, enhanced by the incessant playing of Brown's (1977) hit "Shift Your Symbol System". Enter Norman, a normative scientist (or, to be more precise, a mechanical engineer) with philosophical inclinations. Greets Edward, already vaguely musing over a beer, an empirical scientist, in fact, an astronomer. Both work at the United University, in the Mechanical Engineering and the Physics departments, respectively.)

Norman: Hi, Edward. Been working late?

Edward: Yes. You know, I couldn't get away from this Dark Matter problem of mine. It eludes me ..... I know it must be there, somewhere in this bloody universe, that dark matter. But how to find it? I thought I had found a proper detection principle, but the images I analyzed didn't yield the goods .... Now, I'm thinking of revising the detection criteria .... But how? It's fascinating, this problem! It grabs hold of you, it sucks you in! And you, how did you arrive here?

Norman: Oh well, I was also working late. I got sort of sucked in too. I am doing this bicycle study, you know. It's fascinating, this bicycle problem!

Edward: Do you have a problem with your bicycle? Can't you repair it, being a mechanical engineer?

Norman: I don't study my bicycle, Edward, I'm fascinated by the bicycle.

Edward: Are you fascinated by bicycles? Funny. In a way, I always pity you mechanical engineers. You are so terribly applied! Do you know Popper, the philosopher of science? He said that a long time ago. I must agree with him .... We at the Physics department supply your department with applied physics, like the applied mechanics of static structures, or shock wave knowledge for the stresses in bicycles. And we do acoustics for the architectural department, and so on. But what's in it, really? It doesn't mean anything for the progress of physics! It's all Newtonian level stuff, as Popper would say. Pure research, that's what we live by! The Dark Matter conjectures!

Norman: This conjectural Popper, I really like his books.

Edward: You did? Popper himself said that his theories were not applicable to technology.
Norman: Well, I’ve read him and I did like him. He opened my eyes to the conjectural element in design problems. And speaking of Popper’s applicability, Kuhn and other critics have said that his theory isn’t applicable to science either, actually. Science simply doesn’t work the way that Popper says it does. Yet, his theory inspires me, as a technologist.

Edward: And it does inspire me also, in fact, in spite of Kuhn. His theory may not be very true empirically, but it is a kind of, how shall I put it, a kind of normative theory, warning you away from dull inductivism and the verification of trivialities. That is valuable, isn’t it, independently of its actually being true or not?

Norman: Who put these words into your head, Edward? 'Normative' and 'value' are the very words that come up when I’m wondering what it is exactly that I’m doing on the bicycle.

Edward: Do you wonder about that? Personally, I simply ride my bicycle.

Norman: Now come on Edward! How can you be so lucid with Popper and so dumb with technology? I don’t care about my bicycle, I work with the bicycle, the general bicycle, the essence of bicycleness, the ....

Edward: OK, sorry. If you want, tell me more about it. But let’s finish this Popper matter first.

Norman: Didn’t we finish that already? We concluded that his theory may be empirically applicable to none of the sciences, but normatively applicable to all of them.

Edward: Did we conclude that? Well, anyway.

Norman: It was you who put the notion into my head that Popper, contrary to his later colleagues in the philosophy of science, didn’t bother very much with the factual business of science, but set out to show science a guiding principle for progress. He worked in a normative, prescriptive perspective, we might say. He wanted to design something valuable for the progress of science, - in fact, he wanted to do for science what I want to do for the bicycle!

Edward: Popper, the philosophical technologist?

Norman: Well, let’s say, Popper the normative scientist. In our department, we usually say 'normative science' when we want to stress the affinity of engineering with juridical science, medicine, physical planning and the like. If we say 'normative science', Popper will feel in better company.

Edward: I wonder. He despised the engineer. Do you know what he wrote about people of your kind? I have it with me here. Wait ... Here it is, in Popper’s con-
tribution in 'Criticism and the Growth of Knowledge'. He refers to a conversation he had with his friend Philipp Frank, in 1933, and writes: "Frank at that time complained bitterly about the uncritical approach to science of the majority of his engineering students. They merely wanted to 'know the facts'.' I must say that Popper's allegation is not outdated. Exactly the same thing happens when I have to teach physics to your students! "Just give us the facts, sir", they say, "we only want to apply them!".

Norman: There was no need to look up that passage. I know it by heart. Some time ago, it made me quite angry. Engineers are no such dumbos, I thought, we too have some critical people! But then, I remembered something from my own experiences, and suddenly my whole perspective started to shift. Every year, you know, I have to read the course 'Astronomical Instruments' to your astronomy students. In the beginning, I tried not to focus merely on the actual instruments, but also to make the students understand something about the methodological design background of the instruments, the rejected design alternatives, the criteria used to arrive at the specific type of telescope they use, the reason why so many different types of hinges are applied in their telescope, the maintenance philosophy that has been applied, the way that had worked out in the physical design, etcetera. As you know, the mechanical department did most of the design work on the non-optical part of your telescope and the auxiliary instruments... But how did they respond, those pure science students of yours? "Just give us the things, sir," they say, "we only want to apply them!"

Edward: Of course, what did you expect?

Norman: Yes, I was naive indeed, then. I expected that your empirical science students would be interested in the theoretical background of normative science results. They only need, and want, to apply them. In fact, I realized later, I was naive in exactly the same way as Popper's friend, who expected normative science students to be interested in the theoretical background of empirical science results. Suddenly, I saw two mirror worlds.

Edward: I still don't quite grasp what you mean. You seem to imply some terrible things. Mirror worlds, you say. Mirror applications. We call mechanical engineering an applied science. You seem to imply that physics too is an applied science. Is physics applied mechanical engineering? I can hardly accept that. It doesn't fit.

Norman: I agree with that. Physics does apply a lot of mechanical engineering products. In fact, it also applies architectural products, products of chemical engineering, and several more from the normative science world. In that sense, physics is an applied science. In the same sense, mechanical engineering is also an applied science, because, as you said, it uses products of physics. But, physics, as you know, doesn't only apply mechanical engineering and other products; it also adds a lot of its own. It adds its own empirical science data and theory, for
instance, about dark matter. But then, if you apply the same criterion, mechanical engineering is no applied science either. Mirrorlike, it applies a lot of physics products, and knowledge of other empirical disciplines. But, mirrorlike, it also adds a lot of its own: normative science knowledge and normative science theory. For instance, general design principles.

Edward: Now you refer to your general bicycle, your essence of bicycleness, your ...

Norman: Among other things, yes. But let that rest for a moment.

Edward: Yes, let’s consider this 'applied' thing first. Let’s accept for the moment that physics is not an applied science, and neither is mechanical engineering. How shall we call them? 'Empirical' and 'normative', as you suggested? OK. But then, where’s applied science? Doesn’t it exist? Isn’t applied physics an applied science?

Norman: Personally, I find it easier to define applied studies. For instance, when your department helps us out with shock wave theory for bicycle design, you do a study of applied physics for us. When we do the same study for ourselves, we call it applied mechanics, by the way. But it remains the same thing. It’s physics, adapted to be given away outside the world of physics. For instance, to the mechanical engineering department. You’re right when you say that there’s not much in it for physics theory. But, mirrorlike, we do the same thing. For instance, when we were asked to help out with the design of the new telescope for the physics department, I remember I was opposed to this assignment. I said: "It's so terribly applied! There’s nothing in it, really, for mechanical engineering theory! Let some commercial engineering firm do the job!" You may remember that this ended up with the mechanical engineering department being slightly reluctant to do the design job, and your department paying us a a lot of money for it, most of which we used for extending our general bicycle study! I remember your department’s chairman being quite amazed and cross about our attitude. He considered it an honour for us to work for Empirical Science. But as to his department, he considers it boring to help us out with shock wave theory. He suffers from a broken mirror, so to speak. Read too much philosophy of science.

Edward: I’m starting to like this mirror game! Should we try to make a real picture of it? See if we come out with a completely symmetrical structure?

Norman: Let’s try. Make a drawing of physics.

Edward: Let us say we have two levels of generality: on top is theory, and below are the multitude of 'studies' or 'research' projects. Since there are more studies than theories, I’ll give physics a triangular shape. Now, we put in the relations between the studies and the theory levels. First, we go round. That’s the empirical research cycle. It starts at the theory level, from which we deduce some idea about reality, then we test it with real data, and then we adapt our theory, going back to
that level. Sometimes, we do it more inductively, forgetting about the first step. But the principle is the same: you go from the studies level up to the theory level. That is: pure research. Then, we have the applied studies. With them, you go only downwards. You only use theory, and don’t refer back to theory. These studies end up outside the triangle, for instance, in your engineering department. There we are:

![Diagram of the scientific method]

**Norman:** This should be acceptable to everyone, shouldn’t it? Now, for the mechanical engineering picture to become mirrorlike, you should ask me one thing in particular: do the normative sciences also have pure research? Then I can finally tell you about my bicycle study.

**Edward:** Do the normative sciences also have pure research?

**Norman:** Sure they have! Take the bicycle study, for instance! We started out with a functional analysis of the bicycle, in order to find the essence of bicycleness in the most abstract and general terms possible. In that way, we laid a basis for defining the ultimate First Order Bicycle Elements, with special reference to their Multiple Compatibility and whether they require high-tech manufacturing. Do you know what we wanted to do with this analysis?

**Edward:** Of course not, Norm. You are so Pure now. Do tell me.

**Norman:** First of all, it should be clear that we do not finally aim at truth. Any bicycle, good or bad, is as true as any other. Valuability is what it is all about. A bicycle should be cheap, reliable, efficient, beautiful, multifunctional etcetera. If you give these criteria a relative weight, you define your overall valuability, and hence, your optimal bicycle. For different types of consumer, different sets of weights apply. Now, what we want to do is not to design a new type of bicycle for
each type of consumer, but to arrive at the general set of the Ultimate Multiple Compatible Lowest Order Bicycle Elements In Need Of A High-tech Solution. You follow me?

Edward: Not quite.

Norman: Let me be more specific then. At the current stage of the study we have defined, and already made some prototypes, of four Ultimate Elements: a gear unit, a wheel-cum-fork unit, a chain unit and a pedals unit. These need a high-tech solution, hence, they are best manufactured at some central, capital-intensive plant. Out of these, you can make Your Own Bicycle, by combining the units in Your Own Way and interconnect them with structures that are much more arbitrary in form and technology. Let us say, for instance, that you want the Most Efficient Bicycle. Then, you combine a wheel unit, a gear unit and a pedal unit, without a chain, into the front wheel of your bicycle. To another wheel unit you add a steering device and then you have a local industry weld it all together, adding the brakes, the saddle etcetera along the way. If you do this properly, you end up with a queer contraption on which you sit in a very slanted position, driving the wheel with your feet in front of you, easily making 40 miles an hour. On the other hand, if you were an Asian farmer, you might want to have the Unbreakable Multi-purpose Workbike. Then, you use the same units, but assemble them completely differently. You may leave out the gear box, but use the chain unit for a normal rear wheel drive; possibly, you make a tricycle with a load space in between the rear wheels, and so on. Using other combinations and welding-togethers, you can make the Collapsible Bicycle, the Add-On Bicycle, and even the Normal Bicycle. As you see, in our bicycle study we hope to lay the general basis for a single Bike System that can generate all relevant types of bicycle in an optimal mix of centralized production of a few high-tech elements, combined with local construction to make the bike that people need locally, in the industrialized as well as the developing world!

Edward: Now I understand why you work as late as I do, Norman. This may be even more fascinating than my Dark Matter! But I don’t quite yet see how this could be labelled as a pure research project. It looks so practical!

Norman: Yes, it does. But looking practical or not does not seem a proper criterion to me. Everything normative scientists do is intended to be practical, you could say, even the very general normative theories. For instance, philosophers say that ethics is theory for action. It is practical theory.

Edward: Then, what is pure normative science research?

Norman: The mirror of your pure empirical science research. Research designed to make a contribution to theory, that is, general knowledge, not direct application in specific cases.
Edward: Then, how does your bicycle study fit into this definition?

Norman: We have two aims. The most important one I've already told you: to find the general Bike System. That's a design theory for a relatively specific area of mechanical engineering. It mirrors the relatively specific Dark Matter theory you want to arrive at. Our second aim is to make explicit use of formal, general design methods, so that we can find out how well they structurize the design process, and adapt them if necessary. You see, it's a pure study for these two reasons. Of course, we very much hope that our final result will one day cross the border line from 'pure' to 'applied'. We have some contacts with a bicycle factory in China. Maybe we'll start a joint project with them. Our theory should become good enough, 'finalized' you could say, for factory-employed engineers to become the final applicators.

Edward: I think we can draw our mirror triangle now. Let me try:

![Mirror Triangle Diagram]

Edward: As you see, it occurred to me that I should draw two arrows for applied studies. One from your science to society, and one to the empirical disciplines. That one comprises, for instance, my telescope.

Norman: That looks OK.

Edward: But it spoils our mirror image. Physics doesn't have two arrows. We've drawn only one arrow of application, in the direction of the normative disciplines.

Norman: Is that right? Is there a flaw in our game of symmetry?
Edward: In astronomy, we often find a new type of stellar object if a theory predicts it should be there. Good empirical theories 'make' new facts, so to say. So we might as well play on now. What fact does our theory of symmetry predict that should be there?

Norman: It predicts the existence of applied physics, directly for society. Not for mechanical engineering, not for medical diagnosis, not for computer electronics.... Physics, generating empirical knowledge that is 'consumed' as such, without a normative science intermediary.... I have it! I am a great consumer of that knowledge myself! In fact, when I consider buying a Scientific American, first of all I check whether there's anything on your supernovas, white dwarfs, up and down quarks, dark matter, super-inflating big bangs and what have you. Your department has millions of consumers when it applies physics theory for writing 'popular physics' articles and books!

Edward: OK. Although I don't quite know how to explain it to the chairman of the physics department, let's draw that second arrow of application on the left-hand side of the empirical science triangle. The two are now beautifully congruent.

Norman: There's only one thing to be settled now. How do the two realms of science relate to one other? Are they separate worlds, or do they overlap?

Edward: They overlap, I would say. A few minutes ago, you said about my applied-physics shock wave study: "When we do it, we call it applied mechanics". There are studies, and even some theories, it seems, held in common. So, let's shift the two triangles like this ... draw in the arrows of pure and applied studies ... Voilà the Image of Science!
Norman: It's a beautiful picture indeed ... It only looks a bit too specific, it seems, with only our two disciplines drawn in. Do all the other ones fit too?

Edward: Yes, I'd say so. Just specify that empirical science also includes chemistry, ecology, social psychology and so on, and specify that the normative disciplines also include forestry, architecture, medicine, physical planning, regulatory economics, ethics, law and so on.

Norman: That's right, but it's not the only thing. How about mathematics, for instance? That doesn't seem to have a prescriptive or an empirical aim. And how about the humanities? These often say they don't aim at a 'superficial', empirical truth, but at something 'higher', or 'deeper', or more 'meaningful'. And how about the social sciences? They seem to embrace all aims imaginable .... Maybe it's a bit dangerous to use disciplines as the defining categories. Perhaps we should strictly use the aims instead, if we want to arrive at a really consistent picture. Tomorrow, we should make a neat and somewhat more generalized version of the New Image on a PC. Hang it on your door, then, in case that chairman of yours happens to drop by.

Edward: This man still bothers me a little bit. How shall I explain our Image to him?

Norman: Just explain to him what we explained to ourselves.

Edward: He won't believe it. Do you know what he'll do? He'll quote Popper, from the very same article that we took our quotations from. Look, here it is. "In science (and only in science) can we say that we have made genuine progress: that we know more than we did before." By 'science', Popper means empirical science, of course.

Norman: Of course. We agree with him, don't we?

Edward: How can you say that? Now things start to escape me. I seem to run a constant risk of sliding back into the Old Image.

Norman: Just do our own mirror trick! First, translate Popper into our own terms.

Edward: "In empirical science (and only in empirical science) can we say that we have made genuine progress: that we have raised the truth-content of our knowledge". This 'truth-content' is a term of Popper's himself.

Norman: OK. Now apply the mirror.

Edward: "In normative science (and only in normative science) can we say that
we have made genuine progress: that we have raised the valuability of our
designs."

Norman: Could you conjecture the variant for mathematics and logic?

Edward: "In formal science (and only in formal science) can we say that we have
made genuine progress: that we have raised our number of interesting tautologies."

Norman: And how about the humanities?

Edward: "In hermeneutic science (and only in hermeneutic science) can we say
that we have made genuine progress: that we have raised the meaningfulness of our
understanding."

Norman: How about your chairman now?

Edward: He may feel a bit bruised, I guess. But he will have an argument of last
resort. He'll refer to Popper again and say: "This Image is not falsifiable, and not
even verifiable. Hence, it's metaphysics."

Norman: He's right. It's meta-mechanical meta-physics.

Edward: But then he'll quote Wittgenstein and say that we should be silent about
metaphysics!

Norman: It's late enough now to follow this advice, for once. Let's go metaphys-
ically home on our metamechanical bicycle.

Happily clutching the drawing of their Image, Norman and Edward leave the bar.
Chapter 2

A DISCIPLINE FOR INTERDISCIPLINARITY
For a discipline in the making, applied interdisciplinary studies are an opportunity to get off the ground. This involves the risk, however, that scientific development gets stuck at the level of *ad hoc* work. Counterbalancing this risk first of all requires a clear notion of what may be 'beyond interdisciplinarity', and this clarification is the first aim of the present chapter. Based on a brief survey of the current terms, literature and practicalities of (applied) interdisciplinary studies, it shows that if we are able to conceptualize environmental science as a problem-oriented discipline alongside the other problem-oriented disciplines, interdisciplinarity sheds its cloak of being something epistemologically special or problematic. On that basis, building an interdiscipline and an interdisciplinary curriculum becomes a fairly straightforward matter, in which the existence of a problem-oriented theory level is of pivotal importance.
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Q. It must be difficult to keep all these matters correlated.

A. Correlated! Why, I didn’t know you were a social scientist too.

Q. I guess I meant to keep them all together in your mind.

A. Oh, it’s not so hard if you have a systematic theory of component hypotheses.

Q. I should think not. Do you?

A. No. But then, no one does19.

---

2.1 Introduction

As discussed in the preceding chapter, environmental science is defined throughout this study as the discipline focussing on the analysis, explanation and solution of environmental problems. This implies that environmental science does not encompass the disciplines that study problem elements (such as environmental chemistry) or study problem aspects (such as resource economics) or study phenomena that are of wider relevance than being part of environmental problem situations only (such as geography, anthropology or ecology). Environmental science theories, one could say, are preliminary whole-problem theories, and the bulk of the factual knowledge that has to be integrated (through these theories) in environmental science studies will always be found outside the integrating discipline. Environmental science is obviously something interdisciplinary.

The 'discovery' of interdisciplinarity in the 1960s (Roy, 1979) has triggered off a host of aspirations, theoretical discussions, practical problems, successes and failures. Much of the resultant literature treats interdisciplinarity as something elusively philosophical (Van Doorne and Ruys, 1988), something very problematic (Van Koppen and Blom, 1986; Zandvoort, 1986; Spaargaren, 1987; Broido, 1979), something that takes many steps (Jungen, 1986) and so on. On the other hand, successful interdisciplinarity research has long been a common phenomenon in environmental science. In fact, organizing interdisciplinary student teams was the first thing the Leiden Environmental Science Centre did when it was launched in 1977 and it has organized them ever since, taking up students from the physical, social, juridical and

technical science fields. Experiences like these have had their counterparts all over the world and have given rise to another, more practice-based type of literature on interdisciplinarity (e.g. Kendall and Mackintosh, 1978; Levin and Lind, 1985; Garcia, 1989).

Even this type of literature, however, leaves much to be said. There is, for instance, the persistent unclarity about the 'fragmentation of science', a phenomenon seen as a disease for which interdisciplinarity is a cure. Yet, the fission of disciplines is obviously functional in many respects (Adriaansens, 1988) and it is also hard to see why an interdisciplinary study of a small shallow lake should be less of a fragment than a monodisciplinary study of, say, a supernova or a social security system. Moreover, the majority of the data and discussions in the literature deal with such things as the managerial and psychological aspects of group work, the reasons for interdisciplinarity or institutional arrangements, without addressing the crucial issue of whether all those interdisciplinary studies might in the end amount to something scientifically real, i.e., something more than a series of applied studies. It is no wonder, then, that in spite of case-to-case successes of interdisciplinary teams and in spite of the fact that many departments or even whole universities 'went interdisciplinary' in the nineteen-seventies, the structural results have not been breathtaking (Klein, 1985).

The contributors in Levin and Lind (1985) show that several interdisciplinary centres and departments have found an uneasy modus vivendi with surrounding Academia, and almost all contributors stress the institutional aspects of having own funds and an own reputational structure for interdisciplinarity. In my opinion, own funds in the end, will have to find a justification in scientific progress, and reputational structures can only be built if there is something scientifically real to build upon, that is, a growing structure of coherent interdisciplinary theory. Therefore, the pivotal question, both for day-to-day practice and long-term survival, is epistemological: how to build a coherent theory for interdisciplinary fields. Consequently, the subject of this chapter concerns the theory of science, not the sociology or the management of science; matters like institutional structures, team leadership, incentives, peer review and so on will receive only minor attention.

I will argue that many problems with environmental science interdisciplinarity, as is the case with environmental science as a whole, have arisen out of a failure to see environmental science as a normal member (actually or potentially) of the normative sciences family. In order to arrive at this point with sufficient ground underfoot, and in order to shed some light on a number of more minor issues, I will first explore some basic concepts (Section 2.2) and then focus on the role of theory at the level of

---

20 Fission becomes counterproductive if it goes to the extreme of creating isolated and marginal groups, as depicted by Hagstrom (1965). Hagstrom's warning does not really concern the issue at hand here, however, since his 'model of segmentation', may as well apply to the rise of higher-level, integrative disciplines such as human ecology, which might counterbalance rather than strengthen reductionistic tendencies.

more or less applied, ad hoc interdisciplinary studies (Section 2.3). This lays the basis to discuss the making of environmental science as an interdiscipline (Section 2.4), the exchange of theory with surrounding disciplines (Section 2.5) and interdisciplinary curriculum design (Section 2.6).

2.2 Exploring The Terminology

A number of terms have to be defined in order to make a good start with this chapter. The chapter will hinge on the same three terms that dominate the present literature: monodisciplinarity, multidisciplinarity and interdisciplinarity. These will be presented in a picture in the style but not the full content of Jantsch (1971)\(^23\). A number of supportive concepts will then be defined more informally. The three core concepts are defined as follows, using the well-known principle that a whole is more than the sum of its parts.

- **Monodisciplinarity**: a single discipline working on an empirical or normative science problem, at a case study or a more general theoretical level.
- **Multidisciplinarity**: more than one discipline working side by side on an empirical or normative science problem, at a case study or a more theoretical level, *without coming to a result that is significantly more than the sum of the disciplinary contributions.*
- **Interdisciplinarity**: more than one discipline working on an empirical or normative science problem, at a case study or a more theoretical level, *coming to a result that is significantly more than the sum of the disciplinary contributions.*

In their italicized core terms, these definitions follow current interpretations\(^24\). In the words of Pétrie (1976), for instance:

"I distinguish between interdisciplinary and multidisciplinary efforts. The line is not hard and fast, but roughly it is that multidisciplinary projects simply require everyone to do his or her own thing (...). Perhaps a project coordinator or manager is needed to glue the final product together, but the pieces are fairly clearly of disciplinary size and shape. Interdisciplinary efforts, on the other hand, require more or less integration (...) of the disciplinary subcontributions."

Pétrie draws the dividing line between 'glueing the final product' and 'more or less integration'. In practice, something more than glueing is almost always attempted, without a study being called interdisciplinary. This is reflected by Anderson (1985):

---

\(^{22}\) The literature study by A.W.M. Verkroost and H.F. Stolwijk is gratefully acknowledged.

\(^{23}\) Later also used by Di Castri (1978) and Wilpert (1979).

\(^{24}\) See, for instance, Udo de Haes (1984) and RAWB (1985) for the Dutch field. The international review of Klein (1985) follows the same line, as well as, in different wordings, Rossini et al. (1979), Scott (1979) and many others.
"The outcome of an interdisciplinary study, if all goes well, is likely to be an account with a coherent vocabulary and sustained by an integrated theory (...). Reports from multidisciplinary projects are likely to comprise chapters written from disciplinary perspectives, followed by chapters which summarize and attempt to synthesize."

The dividing line between multi- and interdisciplinarity may be put anywhere between Petrie’s or Anderson’s; therefore, I leave it open what is 'significant' in my definitions. Greater precision will be seldom needed.

The non-italicized terms in my definitions are intended to keep the scope of the mono/multi/inter-disciplinarity discussion sufficiently broad; they do not differentiate between the concepts but emphasize three issues that have been extensively treated in Chapter 1.

(1) Mono/multi/interdisciplinarity may take place within the empirical science family and within the normative science group as well as between them. Increasing the responsivness of the empirical sciences to societal problems may have been a prime motivation for interdisciplinarity\(^{25}\), but it is by no means the only one. The only more or less fixed relation between participating disciplines is that they usually work together to produce insight at a higher system level, relative to the system level of the usual object of the participating disciplines. This system level may be a supernova, the bio-chemical system of a cell, a human-ecological system, a landscape or a societal problem (De Groot, 1984b). Quoting Jantsch (1971):

"Interdisciplinarity is that a common axiomatics for a group of disciplines is defined at a higher level; this concept is used to co-ordinate the disciplines". For this reason, interdisciplinary theories and methods are called 'integrative' throughout this chapter, and the tiered representation in Figure 2A indicates real higher and lower systems levels of the discipline’s objects\(^{26}\).

(2) Mono/multi/interdisciplinarity may, as repeated in the definitions, aim at contributions concerning one or several concrete cases, but may also aim to build or test insights at the more general level of theory and methods.

(3) More importantly, it should be noted that a case study having a normative-science nature, that is, focussing on the analysis, explanation and solution of societal problems, can be freely combined with an aim of contributing to theory, namely, theory also focussing on the analysis, explanation and solution of societal problems. This point, trivial as it may seem, is overlooked in all literature found. This is just another way of stating what in the introductory section has been called 'the failure to visualize environmental science as a normal member of the normative sciences family'\(^{23}\).

\(^{25}\) As may be found throughout Levin and Lind (1985), Kockelmanns (1979) and Chubin et al. (1986).

\(^{26}\) It is not perfectly true, of course, that all disciplines that contribute to interdisciplinary studies or theories are lower system level disciplines. Mathematics and geography are cases in point. This does not impede our argument, however.
and that, in its turn, is just another way of describing the 'Cartesian trap' of Chapter
1.

Figure 2A illustrates the three core terms. The dotted and the solid lines indicate the
relative strengths of each discipline and the relations between them, as they occur in
the particular types of research. In every picture, there is a lowest-level type of
discipline. The fact that all of these have been dotted denotes that these disciplines act
as more or less passive suppliers of knowledge, applied as a matter of course by the
higher-level disciplinarian. This happens daily in all research, 'pure' or applied,
empirical or normative, with respect to astronomy and mechanical engineering in
Annex 1.11.

In the multidisciplinary case, the 'top-level' concepts, theories and results are
weak, or 'insignificant' as the definition puts it, relative to those of the lower-level
disciplines, and consequently exert weak integrative power. Interdisciplinarity arises
when these forces become significant.

Drawing from a wide array of U.S. experiences and literature, Klein (1985) and
Lynton (1985) distinguish between two types of interdisciplinarity, "synoptic / con-
ceptual" and "instrumental". It is of importance to go into this distinction somewhat
more deeply here, because it is relevant in itself and also because it tempts us to
follow a conceptually mistaken road. As we will see, this mistake is again a conse-
quence of the inability to see problem-oriented sciences as sciences, possessing their
own level of problem-oriented theory.

"Synoptic" or "conceptual" interdisciplinarity, following Klein and Lynton, has
a long history, driven by the desire to preserve a unity of thought against the ever-
increasing fragmentation of science and the disconnection of science from responsible
human life. Synoptic interdisciplinarity is therefore associated with the ideal and praxis
of the 'liberal university', holistic enterprises, grand theories, the hermeneutic
approach, cultural studies, integrated 'area studies'27, and the Bildung of students as
opposed to teaching them disparate theories and data grinding methods. Much of the
material found in Kockelmans (1979) stands in the synoptic perspective.

"Instrumental" interdisciplinarity, again following Klein and Lynton, has more
recently arisen from the pragmatic need to integrate disciplines for studying higher
system levels (e.g. bio-chemical systems, the ocean) or for analyzing and finding
solutions to complex societal problems (e.g. health and environment).

As Klein indicates, both categories of interdisciplinarity are deeply entrenched in
U.S. education, research and professional organisations, and the future course of insti-
tutionalized interdisciplinarity may be substantially influenced by the ongoing dis-
"27 Although Klein does not mention it as an example in her review, much of human ecology as it
is taught, for instance, at the College of the Atlantic (Borden, 1989), is built on the same aspirations.
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Figure 2A
The pattern of monodisciplinarity, multidisciplinarity and interdisciplinarity. The squares denote disciplines. If drawn in a solid line, the discipline contributes its paradigm, theories and data. If drawn in a dotted line, the discipline’s contribution consists of ‘finalized’, non-paradigmatic products only (e.g. data and models).
Lynton’s section on the “Implications of the Two Categories”; this is also the juncture at which the analysis goes awry. Lynton writes:

"Modern society has a very great and steadily growing need (...) for usable, instrumental knowledge which can be applied by the practitioner."

Notice that the meaning of the term ‘instrumental’ has now shifted from ‘instrumental for the study of new, complex objects (the ocean, environmental problems)’ to ‘instrumental for society’. The interdisciplinarity of oceanography, biochemistry or landscape ecology has therewith suddenly disappeared from the picture. Environmental science is of course still in it, but the shift has paved the way for the next step, the association of instrumental interdisciplinarity with applied case studies only. Lynton continues:

"[The universities] have acquired an obligation to become more instrumental and more externally oriented (...). The vast majority of problems and situations to which the efforts of faculty and students must adress themselves in their applied research (...) require (...) instrumental and pragmatic interdisciplinarity."

Notice that it is now no longer the practitioner outside the university who is doing applied research, but the faculty and students themselves. The meaning of ‘instrumental’ has thus been restricted one step further, from ‘useful for society’ to ‘directly useful for society’. This is again the crucial step: the inability to conceptualize problem-oriented sciences as having a theory level of their own, that is, as anything else but a collection of directly applied studies in which faculty and students play the practitioner’s role.

After these subtle conceptual shifts, Lynton’s argument can only go one way. It is of course quite undesirable for university departments "to rush headlong toward pragmatism and outreach". And since problem-oriented science has been conceptually deprived of a theory level of its own, there remains only one candidate to fill the theory gap: synoptic interdisciplinarity. Illustrating this, the analysis is concluded with a dichotomous schema that reads:

<table>
<thead>
<tr>
<th>reflection, introspection /</th>
<th>internal coherence /</th>
<th>stability and continuity /</th>
<th>methodological unification /</th>
<th>long term exploration /</th>
</tr>
</thead>
<tbody>
<tr>
<td>external interaction [= applied research] /</td>
<td>use of external resources /</td>
<td>adaptability to a wide range of problems /</td>
<td>contact with state-of-the-art in individual disciplines /</td>
<td>finite projects.</td>
</tr>
</tbody>
</table>

At first sight, one might see this as representing the normal, logical characteristics distinguishing the theory level from the studies level, within any discipline or programme (ecological, engineering, oceanographical or environmental science). In Lynton’s analysis, however, it represents the difference between synoptic and instrumental interdisciplinarity. In other words, environmental science, together with all...
other problem-oriented work, is visualized as occupying the righthand part of the dichotomy only, thus constituting of no more than a series of finite, applied studies. Thus, in order to acquire coherence and continuity, environmental science should, it is implied, turn to synoptic interdisciplinarity (philosophy, holism, grand theories, hermeneutic approaches etcetera).

I do not deny that environmental science, like any other discipline, may find useful elements in the world of synoptic, ‘liberal’ thought. This study’s Chapters 7 and 8 are the results of excursions into this field. Environmental science should undertake these excursions, however, in order to enrich its own theories, as defined in Chapter 1.

A few other terms are relevant to note here, not because they play a role in this chapter, but because they do so in other literature. A brief survey will help to tie up this literature better to the present study.

Cross-disciplinarity is defined by Janlsch (1971) and Darvas and Haraszthy (1979) as something not drawn in Figure 2A: 'horizontal' dominance of concepts of one monodiscipline over those of the others, without any higher-level integration. Many others (e.g. Glesne, 1989) use the term for what is generally called interdisciplinarity, as is the case here. Scott (1979) uses the term for applied interdisciplinarity studies.

Transdisciplinarity is used by some (e.g. Rossini et al., 1979) to denote an intensification of interdisciplinarity. Jantsch (1971) uses 'transdisciplinarity' to denote a "multi-level coordination of all disciplines and interdisciplines in a [research and education] system on the basis of a generalized axiomatics and an emerging understanding of the pattern, methods and limits in human knowledge."

Interestingly, this multi-level building (in the definition of which we hear synoptic inspirations) arises in Jantsch’s version of Figure 2A as the final stage at the bottom of the figure, 'beyond interdisciplinarity'. We will return to this shortly. In Kockelmans (1979), transdisciplinarity is defined as "aiming at an overarching framework", that is, in our terms, aiming at theory, hence pure-scientific interdisciplinarity. In Darvas and Haraszthy (1979) the term denotes what is interdisciplinarity here.

Piaget (1972) uses 'transdisciplinarity' for the 'interdisciplinarity' of current usage, and applies 'interdisciplinarity' to the transplantation of concepts and theories from one discipline to another, i.e. what Klein (1985) denotes as interdisciplinary 'borrowing'. As will be explained in Section 2.5, there are reasons to distinguish two types of activities in the 'borrowing' field: the far-flung transplantations and the regular trade of concepts and methods.

I have avoided the term transdisciplinarity for several reasons. A practical reason is that the term is not in common usage with a common understanding of its basic meaning, as is the case with the prefixes mono-, multi- and inter-. Other reasons go deeper. The term seems to be most often triggered by a (justified) idea that there must be something 'beyond interdisciplinarity'. Jantsch, working with the image that interdisciplinarity works to establish (pure or applied) knowledge at a higher system level than the monodisciplines, imagines the world beyond interdisciplinarity as a multi-level, multi-relations pyramid of disciplines. For other authors, transdiscipli-
narity is more simply an intensification of interdisciplinarity, without a 'levels' connotation. Both ideas are partly right and partly wrong. As drawn in Figure 2A, going beyond interdisciplinarity does not result in something that should have a special name, nor in ever-increasing complexity, but in the return of simplicity, namely monodisciplinarity, albeit at a higher level. As we will see later, this occurs because the lower-level disciplines 'fade out' under the strength of the higher-level theory.

Polydisciplinarity is a term used by Kendall and Makintosh (1978) to denote all work that involves more than one discipline, hence constituting an umbrella concept for multidisciplinarity, interdisciplinarity and any other variants one might wish to define. Using such a term is conceptually consistent, and is in fact more consistent than current practice, which usually lumps multi-, inter- and all other disciplinarities together under the heading of interdisciplinarity (Scott, 1979).

2.3 Mono-, Multi- And Interdisciplinarity At The Studies Level

In this section, we will explore the interplay of two variables, size-of-problem and strength-of-integrative-theory, in the establishment of successful interdisciplinarity at the level of case studies. This clarifies some issues pertaining to the interdisciplinarity discussions, and acts as a primer for the next section, in which we will define what 'interdiscipline' in fact is and answer the questions of relevance and strategy for making an interdiscipline. As said, we will focus on the epistemological, not the institutional side of the matter. The argument is built up by way of four studies examples. As a starter, we take a study at the sub-scientific (daily-life knowledge) level, very applied and of the 'designing' type. The latter ensures that it automatically has a whole-problem objective, since no designs can be made on the basis of studying single elements or aspects.

Imagine that a local pressure group has managed to put the problem of the use of pesticides in the public parks on the political agenda of the municipality. A civil servant with an environmental science background is assigned to look into the problem and to investigate the possibilities of an alternative, low-pesticide park maintenance system. What types of information will the civil servant look around for?

(1) He will want to know what pesticides are applied and how much of each, how toxic these are in humans and ecosystems, how persistent they are and so on, so that he may gain an idea of the risks associated with them. Time and enthusiasm permit-

29 The terms have been defined in Chapter 1.
ting, he may even try to carry out a more integrated risk quantification; he then applies a particle of interdisciplinary theory.  

(2) He will want to know if alternative chemicals are available and how feasible they seem in terms of costs, range of applicability and cost. 

(3) He will want to know what can be achieved with mechanical weed control, in terms of costs, working conditions etc. 

(4) And he will want to know what options exist for decreasing the need for pesticides by planting alternative species. Or perhaps, more weeds and pests could simply be tolerated, as the pressure group suggests. 

(5) This point also triggers off a need to know more about the values that are at play. For instance, if he were to propose reshaping the parks into simple grass lawns (cheap and free of poisons), people might protest for aesthetic and recreational reasons. It may also transpire that people do not like dense, natural thickets because these look disorderly and may attract crime. These value patterns will vary according to the groups the civil servant comes into contact with in the course of his analysis (the environmental group, the older inhabitants of the neighbourhood, the public parks service and so on). 

What has the civil servant been doing here, in scientific terms? Firstly, he has been loosely analyzing an environmental problem situation, intermingled with the first steps of the design of a solution. Secondly and more importantly in the context of this section, he has been successfully interdisciplinary, using chemical, toxicological, biological, economic, technical, landscape-architectural, administrative and social data, blending them all into the integrated thing he is making: a design and evaluation of one or two alternative park maintenance systems. 

Thirdly, we may note that the integrative proceedings have been guided by common sense. The sub-scientific, daily-life schema for the integration of data has primarily been that of the civil servant, but kept in check by those of the surrounding colleagues and citizens. Some of the component data he has used have been scientific (e.g. the ADI-values of the pesticides) and a semi-scientific assessment formula may have served as a sub-integration, but the overall process of analysis and design has been something that any sensible person could have carried out. 

Here, we discover what may be called the scientific problem size as the first variable determining whether an interdisciplinary approach may be successful. This variable is composed of two subvariables: (1) scientific problem size in its pure sense, i.e., the quantity and availability of the data needed, and (2) the demands on precision, replicability, certainty and so on. The example shows that if these two subvariables have a sufficiently low value, interdisciplinarity can be achieved by a single person, even when using only common-sense-level 'theory' for integration. 

For instance using the little formula of De Groot and Murk (1986) combining all the factors into a single assessment. 

It may be noted that the 'size of problem' variable has a much wider range than the 'quality of theory' variable which will be explained below. Theory may vary between common sense and sophisticated models, but size-of-problem may vary between almost zero (much less even than in the park
because it calls for modesty when assessing why interdisciplinary teams have been successful, this fact is overlooked in the interdisciplinarity literature.

**Strength of integrative theory** is the second variable which determines the success of interdisciplinary approaches. It comes into focus by taking a look at a group of seven students, of engineering, physical science and social science backgrounds, working to design a new, more environmentally friendly domestic waste strategy for the municipality of Leiden (De Groot and Mulder, 1983). The study was of the same directly applied and 'designing' nature as the first example. Much more data had to be integrated with much greater precision, however. Some social science data were also not available, requiring a quantitative survey and a qualitative interview series to be carried out. Sufficient finalized theory was available to do this on a routine basis, but time consumption was of course unavoidable. The scientific problem thus being too large to be tackled by a single person, the group was established. It was also obvious that, by themselves, common sense and intuition were too weak to guide the data gathering and integration process. As it turned out, the group worked smoothly and steadily towards an integrated result that led to municipality action, guided by a semi-scientific mix of 'enhanced common sense' (scheduling, group discussion, reflectiveness etc.) and some easy bits and pieces of theories for systematic analysis, design and evaluation (e.g. Section 3.11).

Larger problems, it appears, require a group approach and a more intense involvement of integrative theory.

In order to illustrate the latter, we may turn to a third example (also of the applied and 'designing' type). It concerns a group of ten students, drawn from landscape ecology, economics, biology, anthropology and physical geography, aiming at the design of a National Conservation Strategy for Zambia (De Groot and Van Tilburg, 1985). This group was successful in the end, but the path taken was neither smooth nor steady. In fact, it was several times on the verge of disintegrating to the level of multi-disciplinarity, everybody doing his own disciplinary thing only.

Size-of-problem was the major factor behind this. The amount of data that have to be gone through before one understands the functioning of a country to the degree necessary to draw up a conservation-cum-land-use plan is enormous. And how to integrate that mass into a plan? Some stepwise procedure was obviously indicated, but what? Region-by-region, sector-by-sector, and then integrate these at the national system level? And what are, in fact, the goal variables for such a plan? National income? Equity? Liberty? Sustainability? Self-reliance? And how to operationalize pesticides case) and incomprehensible complexity. A high-precision, high-certainty, fine-detail whole-world no-pesticide alternative is impossible to design, whatever the group size and the sophistication of models, concepts and other theory.

It is also overlooked in practice, for instance, by myself and colleagues. We have always been fairly proud of our capacity to organize interdisciplinary student team research; we nor anybody else checked this critically against the size-of-problem they tackled.
these into practical guiding principles for design? And what should be mapped: soils, tribes, land-use systems or environmental problems? And what happens, in fact, when you 'zoom in' from a national to a regional level? A shift in scale and detail only, or also a drop in social system level? If the latter is the case, should higher-level rationalities be parentesized, to be integrated later when moving back to the national level? And how to define regions at all? What is in fact a system boundary? These are only a few of the issues the group encountered in its headlong crash with the need for integrating theory, a crash in which "analytical distinctions flew in all directions and reproduced promiscuously". Finally, however, the group put together a common basis for integration and lived up to Sjölander's (1985) rule that "a project having come this far (...) will often prove to produce results at an astounding rate". Contrary to the domestic waste recycling study, the study not only resulted in a (mapped) plan, but also in a contribution to design theory.

What we have seen here is an interdisciplinary study that was almost pulled down to the multidisciplinary level by the sheer weight of data to be integrated, relative to the counterweight of integrative theory.

The next example adds some other elements to the picture now emerging. The type of study is different from the others in three respects: it was not applied but 'pure' (ref. Chapter 1), not designing but analytical and not whole-problem but of reduced interdisciplinarity.

Biesiot and Pulles (1989) describe the struggle of this study to reach the interdisciplinarity level, working in a situation that, if simply accepted, would enable only multi-disciplinary conclusions. The study concerned an attempt to build a policy-relevant model which interrelates individual social and health background variables, psychological coping strategies and stress, noise and noise-related health impact. Methodologically, the study consisted of three components: a survey (N = 2000), medical-cum-psychological measurements in the field (N = 860) and clinical experiments (N = 24).

Two major obstacles transpired to stand in the way of achieving the interdisciplinary objective of a unified result. Firstly, no integrative concepts or model proved to be available; such a model had to be formulated during the study itself. This would be no different from the previous example, were it not that some kind of better-than-common-sense integrative framework had to be formulated to design and start the study at all. Thus, a preliminary framework had to be assumed, on the basis of which monodisciplinary substudies could be designed and executed, on the basis of which the framework could be adapted, and then tested through a second round of substudies. Epistemologically, this is normal and sound practice. The budget, however, did not permit a second round, so that the substudies had to be given their definite shape prematurely, and could only be loosely interconnected.

The second obstacle turned out to be that the disciplinary substudies could not apply finalized disciplinary methods, but had to use 'advanced', unfinished
approaches. These 'monodisciplinary insecurities' reinforced the ever-present tendency (Luszki, 1958; Schütze, 1985) to seek recognition in one's own monodiscipline rather than working towards the interdisciplinary objective.

The resulting struggle was, as Biesiot and Pulles put it, characterized by "tensions that could not always be put to creative use". The study finally resulted partly in a few rough categorisations that enabled some integrated conclusions. For another part, separate substudies seemed to indicate "converging evidence", thus enabling a kind of multidisciplinary conclusion, illustrating the study's intermediate position between multi- and interdisciplinarity.

It may be noted that the study did not get stuck in its intermediary position because of the weight of data to be integrated, but for lack of integrative theory. The contours of the conclusion that is emerging may have become clear by now, but in order to give the conclusion its sharpest possible form, we will return briefly to the park pesticides study, forgetting for the moment that the study is at the sub-scientific level. What the civil servant has done has been called "successfully interdisciplinary". But being executed by one person, wasn't this in fact simply a mono-disciplinary study? After all, do not all monodisciplinary studies, applied, strategic or fundamental, apply bits and pieces of results of other disciplines?

As for the terminology, the answer to this question is largely an arbitrary matter, based on personal psychology and the status of a given discipline. An architect working on his own on the design of a relatively simple house will not conceptualize what he is doing as an interdisciplinary study but simply as a piece of (applied) architecture. Geography, to mention another example, is typically a very broad discipline incorporating data and theory from a wide variety of other disciplines, without defining itself as an interdiscipline. All this has much to do, of course, with the degree to which disciplines have succeeded in suppressing labels and paradigms of contributing disciplines in the course of the academic education of the people concerned.

The issue of labels carries no epistemological weight, but it does indicate something real, namely, the existence of factual monodisciplinarity 'beyond interdisciplinarity'. What the label of the park pesticide study should be is unimportant here, as long as the principle is clear: there exists a type of study in which the integrative theory becomes so strong compared to the component data and theories that the study is de facto monodisciplinary, at a higher level. Figure 2A visualizes this. Higher-level (mono)disciplinarity, as a higher-level but congruent repetition of the (mono)disciplinary at the top of the figure, sits at the bottom, beyond interdisciplinarity.

It is justified and tempting to read Figure 2A as a process: interdisciplinarity and then higher-level monodisciplinarity arising out of multidisciplinarity, because of the growing strength of integrative theory. It should be kept in mind, however, that the position of a study on the ladder also depends on the size-of-problem variable, so that the figure may also be read as: given a certain strength of integrative theory, it depends on the size-of-problem variable whether the problem can be tackled in a multi-, inter- or (higher-level) monodisciplinary way. The next section will proceed from this result.
Rounding off the present section, we conclude that:

- at the studies level, there exists a ladder composed of (mono)disciplinarity, multidisciplinarity, interdisciplinarity and higher-level (mono)disciplinarity
- the position a study may attain on this ladder depends on the balance between the weight of available integrative theory and what may roughly be called the size of the scientific problem the study tackles
- this size-of-problem variable is in turn composed of (1) the required quantity, complexity and precision of data to be integrated and (2) the unavailability of these data or, making matters worse, unavailability of finalized specialist theories to collect and interpret them.

In this formulation, 'theory' may, as always when unspecified, be read as concepts, conceptual frameworks, models, laws, methods etc. It is easy to see that the whole picture hinges on the strength of integrative theory. The whole picture thus hinges on the ability to conceptualize that problem-oriented interdisciplinarity, aiming at being there for society, can be there with theory. The inability to do so has been at the root of the disappointment the next section begins with.

2.4 A Discipline For Interdisciplinarity: What It Is And How To Make One

In her 1985 review, Klein writes:

"While interdisciplinarity still stands in opposition to academic fragmentation and in support of greater social and political relevance, program survival has become a major preoccupation and the 1970-72 rallying cry - today's interdiscipline is tomorrow's discipline - is now regarded as (...) nonsense"

Regarding this quotation, the concepts of fragmentation and relevance have been dealt with in previous sections, and I may add that programme survival is not at all a preoccupation for environmental science in the Netherlands, but this section will deal especially with the 'nonsense' of the rallying cry. Something seems wrong here; can it really be nonsense, what seemed so simple and so logical in the previous section? And there is also something that is nonchalantly noted in interdisciplinary literature, but never really grasped in its full implications, namely the rise of biophysics, biocnemists, sociolinguistics and other disciplines that quietly made it, without rallying (e.g. Chubin et al. 1984; Klein, 1985; Kockelmans, 1979). What did they do that made them more successful? What are the secret ingredients needed to rise above the level of a vague cluster of studies? Does environmental science in fact rise above that level?
The big step

As we have seen in the previous section, an architect, an ecologist or any other 'disciplinarian' works in the mono-disciplinary mode when on an assignment that is his own, disciplinary, theory can cope with. All disciplinarians, however, 'retreat' from the monodisciplinary to the interdisciplinary mode if their subject becomes too complex (relative to the strength of their integrative theory). The ecologist may call to help soil scientists, hydrologists, taxonomists, ethologists and suchlike if, for instance, he has to make a high-precision prediction of, say, a tropical-forest predator-prey-system. Likewise, the architect will call in a construction engineer, an acoustician, a financial expert, a logistics mathematician and a social scientist if confronted with a very complex case, such as the design of, say, an opera-house-cum-multi-service building.

Epistemologically, there is nothing problematic in this retreat. The called-in specialists will simply do in their sophisticated ways what the ecologist/architect would have done himself in an easier case, and they will work under the guidance of the integrative ecological/architectural theories and methods, - all provided that these theories and methods are strong enough, of course. Both the ecologist and the architect will probably try to keep their teams as small as possible. They do so in order to save on the budget and to avoid management risks but not - and this is the crucial point - because single-person monodisciplinarity or teamwork interdisciplinarity would make a difference in reaching a prediction or a design as such. The difference between interdisciplinarity and (high-level) monodisciplinarity, therefore, is only practical. If, however, the integrative power of the ecological/architectural theory had succumbed under the weight of the specialist data and theories, in other words, if the studies had fallen from an interdisciplinary to a multidisciplinary level, no prediction or design would have been possible. At the studies level, therefore, the step from multidisciplinarity to interdisciplinarity is the crucial step forward. The step from interdisciplinarity to higher-level monodisciplinarity is also important, but only for practical reasons.

We now see why it is important for environmental science to become an (inter)discipline. In order to predict something scientifically about system X or design something scientifically for problem Y, one needs whole-X and whole-Y theories, in order to rise above the multidisciplinary level at which in fact no scientific predictions or solutions (or explanations, or whatever) about X and Y are possible. If we define an 'interdiscipline' as a body of theory strong enough to permit interdisciplinarity at the studies level, becoming an interdiscipline is the crucial thing for the scientific-level analysis and solution of environmental problems, and becoming a (mono)discipline later a relatively minor, practical aim.

This basic conclusion has to be sharpened somewhat before we can proceed to the question of How To Make An Interdiscipline. First, it should be kept in mind that whether or not interdisciplinarity can be established at the studies level depends not only on the strength of the integrative theory, but also on the 'scientific size' of the
problem tackled, as defined in the previous section. The concept of interdiscipline should take care of that. My proposal for a definition is as follows:

An interdiscipline is an open structure of theory powerful enough to permit interdisciplinarity in studies tackling problems of normal scientific size.

And analogously,

A (mono)discipline is an open structure of theory powerful enough to permit (mono)disciplinarity in studies tackling problems of normal scientific size.

A few terms in this definitions require some further specification.

1) 'Theory' again denotes (ref. Chapter 1) non-trivial general knowledge in the widest sense (concepts, conceptual frameworks, models, methods, laws etc., empirical and normative)

2) I have added the word 'open' with an eye to the next section. It denotes nothing extraordinary; all disciplines should be open structures.

3) The 'scientific size' of a problem is a very multifaceted concept. It will, however, easily be grasped intuitively by any scientist. The previous section has given a more explicit definition.

Rounding off this definitional intermezzo, two issues remain to be settled. One concerns the terms 'interdiscipline', 'monodiscipline' and plain 'discipline'. The other is the question of what in fact should be regarded as normal scientific size.

Both inter- and monodisciplines are defined as 'structures of theory', hence as disciplines, only of a certain type. Therefore, refraining from using too many exotic terms, I usually call environmental science simply a discipline, whether real, would-be, should-be or in-the-making. If one wants to be more specific concerning its relation to interdisciplinarity, the term interdiscipline may be used. Usually, I then specify this one step further, calling environmental science a discipline-for-interdisciplinarity or, to be more precise, a discipline (at the theory level) for interdisciplinarity (at the studies level). This does not preclude, as we saw, that studies of smaller scientific size may be tackled in the one-person, monodisciplinary mode.

As we have seen in the previous section, it is no great achievement to be successfully interdisciplinary, or even monodisciplinary, when tackling small and simple problems. On the other hand, no discipline is judged on its capacity to solve problems of all-embracing complexity. In order to judge whether a discipline has arrived somewhere, it is therefore crucial to have some feel for what problems of normal size and complexity are. This cannot be ascertained with any precision here, of course, but a few observations may be of help.

---

34 I have preferred the term 'structure of theory' over the more common term 'body of knowledge' for several reasons. Firstly, 'knowledge' is associated too easily with specific knowledge, that is, simply facts, data about a lot of disparate little things. This is exactly what science is not. Secondly, the term 'body' associates too easily with something unstructured, a heap (of data). Thirdly, the term 'body' associates poorly with the term 'open’. I think that disciplines should be open to a degree that bodies, in their daily language connotation, are not.
A first observation is that, as Garfinkel (1967) has studied and stated so beautifully, the term normal has two basic meanings, (1) that which is the norm and (2) that which is usually the case. In daily life, and in the judgment of disciplines, these two meanings blur. A second observation comes from Chapter 1: the norm of what is considered as a contribution to theory, and hence science, is either (1) to say very sophisticated things about simple objects, for instance molecules or ballistic curves, or (2) to say relatively simple things about very complex objects, for instance underdevelopment or culture.

Combining these observations, it becomes apparent that if you need to justify that you are only able to say simple things about your object of study (or can say more sophisticated things only when retreating to the interdisciplinary mode) and yet classify as a science, you have to convince others that the problems you study are very complex. This is precisely a standard rhetoric of environmental science, and it still works well. One cannot keep this up indefinitely, however. In the longer run, it will be found out what is really usually the case. In my opinion, environmental problems come in a wide range, from the very simple to the very complex, and environmental science should therefore be quite aware and self-critical about what degree of sophistication of results and which position on the 'ladder of disciplinarity' are warranted to classify as (applied or 'pure') scientific environmental science studies.

Finding sources and permanence

We may now turn to the question of what it takes to become an interdiscipline. Many factors in such a process are tactical and institutional, of course. The rhetoric mentioned above is an example. Here we will concentrate on the serious, long-term epistemological business.

In our analysis so far, the 1970-1972 slogan that "today's interdisciplines are tomorrow's disciplines" turns out to have pointed at something real, but also trivial and unimportant. Probably, any interdiscipline, backed up by a small measure of rhetorical and institutional tactics, will grow towards monodisciplinarity; as we have seen, this is not of key importance, for society nor science. The point is, to become established as an interdiscipline first of all. If the 1970-1972 interdisciplinarians had

---

35 "People know and encounter the moral order as the perceivedly normal courses of action."

36 Norms in a more absolute sense can only be established in a critical debate. Here, I can only mention briefly what I would venture as a personal 'proof of the pudding', in terms of the applied study examples of the preceding sections:
- a study such as that of the domestic waste recycling plan should have been possible in half the time, making time available to either broaden the problem or contribute to methodology
- a study such as the NCS should go smoothly and steadily, not at the let's-keep-our-fingers-crossed level that it did
- in the somewhat longer run, it should become possible for studies like these, if sufficient specialist data are available, to be carried out by one, two or at most three environmental scientists.
looked around critically, they would have found a mass of inter-studies, inter-themes,\textsuperscript{37} inter-actions, inter-groups, inter-faculties, inter-symposia, inter-colleges, inter-courses and inter-what-have-you's - but interdisciplines? That is, coherent structures of integrative theories, or at least, groups consistently working towards them? They would have found biochemistry, of course, and several similar bondings of nearby neighbours, diligently putting together a new theory level ....... No wonder, then, that most of the inter-things were later thrown back to the level of mere survival, putting too much of the blame on institutional arrangements or the fragmentation of science.

In a way, losing this struggle is just as well. If you do not do what science (including problem-oriented science) is there for, that is, to build problem-oriented or empirical theories, then why should a scientific community support you on a structural basis? In the end, academic standards cannot be diluted, as Papadopoulos (1985) rightfully puts it, and the funds and institutional protection that new interdisciplinary initiatives may receive constitute only borrowed time, as it indeed should be\textsuperscript{38}.

Hence, an interdiscipline, how to become one rapidly enough? We will close in on the answer by way of OECD/CERI (1976), where it has been stated that:

"Environment spreads horizontally across the conventional academic divisions of knowledge in the natural sciences, the life sciences, the social sciences and the humanities."

This is of course very true. But it is not the relevant truth when it comes to structural interdisciplinarity. The quotation is a specified version of the well-known slogan:

"Communities have problems, universities have departments",

which is also very true. To fully see this truth, let us take a look at what problems and departments there are. We have a problem of order; there is a department of law. We have a problem of health; there is a department of medicine. We have a need for infrastructure; there is a department of civil engineering. We have a need for communication; there are departments of mechanical and electronic engineering. We need food; there is a department of agricultural sciences. Indeed, a beautiful, hand-in-glove

\textsuperscript{37} For instance, "Technology and Social Change", or "Water in Environment and Society" (Nordenfelt, 1985).

\textsuperscript{38} Considering the issue from some distance at this point, it is good to distinguish (within what Klein and Lynton have defined as 'instrumental interdisciplinarity') interdisciplinarity tied to a more or less permanent object, field or theme (the ocean, the environmental problems, 'technology and society' etc.) from interdisciplinarity expressly designed to be temporary. The latter also has a role to play in science and society. All kinds of surprising things may happen on the borderlines between disciplines; 'pure' disciplines may be enriched by being involved in applied studies from time to time; crossdisciplinary borrowing experiments may be in need of encouragement, and so on. These groups should, however, never be burdened with an obligation to build up their own theory level. Conversely, these groups as such should never be institutionalized, because the functions of expressly this type of interdisciplinarity are best served if new groups addressing new problems are allowed to freely assemble and disperse. Indeed, to follow the wording of the quotation that opened this section, it is nonsense to assume that disciplines may grow out of these groups, and even detrimental to try it (Klein, 1985).
arrangement! Yet, the two quotations were meant not to point at a nice arrangement, but at a fundamental problem.

This basic misconception is again the Cartesian trap, from which one cannot conceptualize problem-oriented science as science. This leads to thinking that problem-oriented work, lacking a theory level of its own, can only be the application of the empirical-science theories. And it leads to the idea that something very special and difficult has to take place if society has a new type of problem or need, something like interdisciplinary crossbinding so many empirical-science disciplines. In fact, something very normal and relatively easy may take place primarily, namely the making of another problem-oriented discipline alongside the many already existing - if the problem is worth it.

I may call special attention to the notions of 'horizontally across' and 'alongside', relating as they do to the image of the empirical departments standing vertical, and problem-oriented work going horizontally across. If one draws the normative disciplines in this picture, they also lie horizontally across, arranged according to the societal problems and needs fields, but not as ad hoc studies, but as permanent disciplines. 'Going across' may thus be either horizontally or vertically, as is 'going alongside. In the empirical realm, for instance, we have seen biochemistry, psycholinguistics and social psychology arising new empirical (inter)disciplines alongside existing empirical disciplines. You make biochemistry starting with borrowing, adapting, criticizing, integrating etc. data, theory and methods of biology and chemistry. This is much easier than 'going across'. Therefore, making environmental science does not seem particularly difficult if conceptualized as making a new structure of theory alongside the existing structures of other problem-oriented disciplines. There are so many concepts, theories and methods to borrow, criticize, adapt and integrate! Going 'alongside' instead of 'across' enables an interdiscipline-in-the-making to rise rapidly to at least rudimentary academic standards.

Apart from this epistemological choice to go 'alongside' instead of 'across' existing disciplines, there exists one more condition that needs to be fulfilled to gain permanence as an (inter)discipline. An (inter)discipline-in-the-making needs sufficient volume and sufficient time to grow, and it needs to be sufficiently different from the others. Again, in the longer term this is not a matter of funds or arrangements. If a theme like "Water and Society", for instance, turns out not to be sufficiently identifiable as something special that needs a special academic structure, for instance, it will be 're-integrated' into the old monodisciplines (Anderson, 1985), and this may be quite justified. Fully stated, (inter)disciplines may arise if they work on systems or

---

39 Completing this picture, we may note, with Annex I.1, that also the empirical disciplines have their direct connections with society and that the use of 'finalized' products of the empirical sciences by the normative sciences also has its reverse counterpart, although these intertrades do not have the same intensity and balance at every crossing point of the empirical and normative disciplines.
processes (as empirical disciplines) or on societal problems or needs (as normative disciplines) which are sufficiently identifiable, important, persistent and different.\footnote{Roy (1971) states that "permanent interdisciplinarity units" should centre on "the basic human needs" or "permanent human concerns"; environment is one of these.}

It is for this reason that medicine and law, working on the problems of health and social order, are the oldest and most powerful disciplines around; agricultural science, civil engineering, administrative science and many others are obvious other examples in the normative realm. On the empirical-science side, society, soil, mind, molecules and many more are systems that qualify for carrying their own respective disciplines\footnote{This image of a near-perfect arrangement of the disciplines holds only for the basic ground pattern, of course. The precise boundaries and approaches are in fact arbitrary (Birnbaum, 1969), full of gaps and overlaps (Campbell, 1969) and in need of re-arrangement when applied to a different culture (Moore, 1974).}. It is also for this reason that many clusters of research activities do not come to stand as a (sub)discipline on their own, but live within the house of the discipline that surrounds, shelters and feeds them. It is then the discipline as a whole that remains the primary theory structure on which the "academic reference groups" (Papadopoulos, 1985) are built.

Could (problem-oriented) environmental science be or become an (inter)discipline on its own? I think it can, if it builds on the proper self-conceptualization, as discussed before. For once, environmental problems seem persistent enough to enable environmental science to keep on growing. And because environmental problems are the only social problems that 'work through' the environment, they are probably also different enough (although, of course, not so very different that environmental science would not share many theory elements with its neighbours). As for their importance and identifiability, society itself speaks out clearly.\footnote{As a matter of local importance, it may be asked whether environmental science in the Netherlands is already in the desired state of being an interdiscipline. Such an assessment would require more than simply counting the number of successful interdisciplinary studies, as we have seen, because doing well in easy cases is no achievement. The general atmosphere at the moment is optimistic, however, and marked by a conspicuous frequency of the term 'integrated', in congresses and Ph.D. research, with subjects such as integrated wetland management, integration of pollution and nature protection policies, integration in environmental planning, integrated substance flow analysis, integrated product analysis and so on. Other current Ph.D. projects are less obviously 'integrative', but all do what should be typical for a problem-oriented field with its own theory level, namely, achieve a combination of policy relevance and a high level of generality. Illustrative subjects are: ecological environmental standards, policy-relevant ecosystem classification, operationalisation of the environmental quality concept, 'emic' and 'etic' knowledge in local environmental problem analysis and regional environmental planning, both for the developed and less developed countries.}

This, it seems, holds for environmental science as a whole. I doubt if water problems, pollution problems, nature problems, Third World or any subtype of problems have sufficient identifyability and differentness to support real subdisciplines. Therefore, environmental science as a whole should probably remain the primary frame of reference for the time being and environmental scientists should diligently flock
together, in the meantime keeping their eyes open in all relevant directions, as will be shown in the next section.

2.5 Interdisciplinarity At The Theory Level

Environmental science, defined as it is throughout this study, can be visualized as a core of integrative theory on which to hook on specialist data or theories, as required by the problem at hand. The process of hooking on and integration at the studies level has been the subject of Section 5.3. The previous section has had a more 'vertical', whole-discipline character, focussing on the linkages between the studies and the theory levels. The present section will again work on a horizontal plane: interdisciplin- ary relations at the theory level.

The nature of the relations between environmental science and other disciplines changes when moving from the studies to the theory level. Firstly, if a discipline is 'hooked on' to environmental science at the studies level, it is primarily data that travel across the link, and these data are then taken up in a process of integration, e.g. a historical problem analysis or the design of an environmental policy. At the theory level, it is of course theory elements (concepts, conceptual frameworks, methods, models, substantive theories, etc.) that travel across; these elements are then not so much processed as adapted, extended, fused and so on. Therefore, they may also travel back in their adapted form, in a process of mutual borrowing, discussion and exchange. Secondly, relations at the studies level are often intense but of a short duration; specific data and models are very necessary for the specific problem under study, but not relevant for others. At the theory level, environmental science is occupied more permanently with general problem types, solution types, explanatory

43 Besides dilligently flocking together, other institutional matters play a role too, although less fundamentally than the epistemological ones. They are treated in most of the literature found in this chapter. Here, I may add some prescriptions of my own. (1) Be aware of the time perspective. If the borrowed time is short, publish everything you happen to know and give a course to every student you may fetch. If the time perspective is longer, invest in the really future-rich matters, e.g., a conceptually sound organisation, a paradigmatic research programme and people with brains instead of knowledge. (2) Make yourself uncleavable. The monodisciplinary departments will always try to 'reintegrate' you. Therefore, make research groups fully multidisciplinary, weave the educational task through the research groups in a warp-and-woof pattern, never allow subgroups to enter negotiations, make a strong level of 'general studies', and always keep the peace, internally. (3) Do not struggle on irrelevant fronts. Participate in the general and local rituals of science; wear a tie even in bath. In the meantime, establish a journal and your own peer review structure, get the discipline established in institutional structures and sell your capacity for applied studies for too much money, so that profits can be re-invested in scientific progress.
mechanisms and so on. At that level, therefore, the linkages with other disciplines are of a more structural nature. Thirdly, because interactions at the theory level concern more general concepts, models and methods than the 'studies-type' interactions, the relative importance of disciplines shifts when rising to the theory level. There will be more of environmental ethics, for instance, and less of environmental chemistry.

The image thus arising is that of a set of openings, 'doors', through which theory elements are more or less permanently exchanged with neighbouring disciplines. Obviously, different parts of the internal structure of environmental science exchange elements with different disciplines, and it will be of use to specify, however roughly, what types of outside theoretical elements are exchanged with the different parts of environmental science. This then will be the 'picture of interdisciplinarity at the theory level' that this section will conclude with. We will arrive there by first rolling aside the boulder of far-fetched transplantations, then circumvening the puddle of vague pluralism and finally using Hermens (1989) as a halfway stepping stone.

Instead of regular exchanges with neighbours, theoretical interdisciplinarity is sometimes understood as hauling in theory elements from far-away places and implanting these, through metaphorical 'analogue reasoning', into the own body of theory. Such far-fetched transdisciplinarity may serve heuristic purposes from time to time, but I would rather give two examples that illustrate Luther's saying that every consequence leads to the devil. One example comes from transplanting systems ecology to the normative realm, the other from transplanting systems ecology to social science.

Gilliland and Risser (1977), impressed by the beauties of the analysis of energy flows in ecosystems following the Odum (1983) school, state that "energy measures work done by nature" and this work is then translated as "the public service functions of nature". This leads to the idea that energy is the superior measure to quantify the value of the environment, having the additional advantage of being objective, "not involving the biases of someone's value system". Hence, "the use of the energy unit permits quantification of the total impact" of projects, for example, in environmental impact assessment. Then, focussing on such a project, Gilliland and Risser construct an energy model with 61 relationships and calculate that the project leads to a decrease of 1% of the area's energy flow, which turns out to be no more than 1% of the primary production. Quite apart from the fact that the energy elephant turns out to have given birth to a disappointingly little mouse, one may ask: what does it in fact imply that an effect on primary production equals "total impact"? It implies that removing a small area from a super-productive maize field is worse than destroying an expanse of desert biome. In fact, the whole of the Netherlands, a country choking in manure and full of nature protection agencies struggling for the survival of species-

44 For that reason, they also have an institutionally different shape. Practice in Leiden shows, for instance, that it is easy to establish a short-duration link with almost any discipline within the framework of a concrete study. Intensive exchanges of theory, on the other hand, require that you have something to offer in the theory game; you therefore need an X-person in your team to establish a link with discipline X.
rich mesotrophic and oligotrophic ecosystems, should be handed over to the potato-growing industry.

As a second example, we have Hawley's (1986) depressing Human Ecology, in which the ever-present tendency in American functionalism to grow into a totalitarian system religion (Gouldner, 1970) is reinforced by transplanting ecosystem theory to social systems theory. Here, we find the human individual roaming around like a deranged predator, "compulsively expansive" and "immensely adaptive" in pursuing his lusts. Fortunately, the individual (you, I and Hawley, that is) is just "a construct"; only the system is real.

Sitting in the Cartesian pit of being able to see only empirical science as science, Zandvoort (1986), poses the question as to which big, empirical-science discipline should "guide" environmental science into becoming something real. When no such empirical discipline, as could be expected, turns out to exist, Zandvoort makes a "plea for pluralism", which should be visualized as "a network of environmental specialisms, of which some will act as a guide more often than the others".

What should such a network be? Should environmental chemistry and environmental sociology form a relationship in a network? To do what? The idea of "acting as a guide more often than the others" is fairly unsuitable at the theory level, where interactions should be stable and simultaneous, not with one discipline during one period and then with another. It applies, if anywhere, at the studies level, where participating disciplines may vary largely from one study to another, as will, to a certain extent, the integrative models applied. That level, however, is irrelevant for what concerns Zandvoort (and us, here), that is 'guidance' of environmental science as a science or, in our terms, the structure of interactions at the theory level.

Mertens (1989) first summarizes some essentials of my previous writings (De Groot, 1984 a, b and 1986) and then proposes a structure that visualizes a permanent bonding between environmental science and two other, basic disciplines. This structure has much in common with De Groot (1988), but since it has been developed from an independent source, we will take a separate look at it. Mertens starts out with a rejection of Zandvoort's ad hoc-ism, even at the studies level:

"The analysis of concrete environmental problem situations and the design of concrete environmental policy plans require an application of general environmental science insights, without this having to imply that environmental science should be amended all the time (...) . I should say that environmental science does not have the structure of a piece of chewing gum, but disposes of sufficient theoretical depth to find out what disciplines should function as suppliers of knowledge, dependent on an analysis of the [environmental problem] situation at hand. For this analysis one needs theories and concepts which are independent of the situation."

Mertens then proceeds to define the permanent relation between environmental science and other disciplines. He does so by pointing at the analogousness of environmental science and other problem-oriented disciplines. Taking agricultural plant engineering as his primary example, he then broadens the picture to the technologies in general,
which he sees as an integration of (branches of) physical science and "general theory of goal-oriented action"; he then moves over to the 'soft' problem-oriented sciences, of which environmental science is an example. The picture he arrives at is three-layered. At the bottom are two basic sources, "general ecology" and "general theory of goal-oriented action". From these develop two environment-oriented disciplines, "environmental ecology" and "environmental administration science", respectively. Then, these flow into environmental science.

One question here is what would be the role of, say, ethics, ecological economy, physical planning and other disciplines that obviously also hold many relevant theories. A second question is why "goal-oriented action" is confined to environmental policy making. Do not the goal-oriented actions of other government agencies, corporations, individual citizens and other actors cause, and sometimes also solve, environmental problems? Here again we have the picture of environmental science as 'environmental management' as discussed in Chapter 1, leaving the explanation of environmental problems out of its scope, sometimes, and not completely unjustified, described as the symptoms-abatement machine of shallow, technocratic government (Schroevers, 1983; Van Hengel, 1991).

On the positive side, however, stands that Mertens underpins the notion of a permanent theory level, exchanging theories with other disciplines on a permanent basis. This is the image, then, I will hold on to below.

The theory linkages between environmental science and the surrounding disciplinary fields become clear if we do not see environmental science as an undifferentiated entity, but attach the linkages to different areas in the epistemological structure of environmental science. In its simplest form, this structure is the well-known triad of problem analysis, problem explanation and design of solutions. The problem-in-context framework, to be expounded in the next chapter, is nothing but a 'blown-up' version of this basic structure. Below, the italicized passages summarize the problem-in-context framework; they are followed by an indication of characteristic theory linkages.

**Environmental problems are discrepancies between what the world is (i.e. facts) and what the world should be (i.e. values, norms).** More specifically, they may be analyzed as a pair of parallel causal chains, one factual and one consisting of norms. At the 'top end' of these two chains lie the discrepancies in terms of 'final variables', that is, effects and norms in terms of human health, economic values and the intrinsic value of nature. Further 'down' lie the discrepancies in terms of intermediate variables, e.g. a measured or predicted erosion rate versus an acceptable erosion rate. At the 'bottom' of these chains lie the discrepancies in terms of people's activities, i.e. between actual activity and norms of activity, which are generally called environmental capacities; emission standards and carrying capacities are examples.

Theory linkages connected to problem analysis branch off in two directions. One goes to the physical sciences and especially concern environmental models. Many of such problem-analytical models are built up inside environmental science, but many others, although conceptually no different or less relevant, are traditional properties
of other disciplines. Acidification models are an example of the former group; eutrophication models and erosion models, properties of limnology and soil science respectively, are examples of the latter. The most characteristic intertrade here is the borrowing and adaption of 'finalized' products, preferring, for instance, the Universal Soil Loss Equation over more advanced but less ready-to-use erosion models.

The second linkage between problem analysis and surrounding disciplines concern the normative core concepts of environmental science, such as sustainability and environmental quality. Here too, some of them are developed within the discipline itself, while others receive their creative impulses elsewhere and are exchanged with environmental science after that. As Chapter 4 will indicate, the functions-of-the-environment concept is an example of the former, while the discussion in the Netherlands about the relationship between the values of diversity and naturalness shows more characteristics of a direct exchange between environmental scientists and landscape ecologists, and the operationalisation of the sustainability concept has largely been an effort of ecological economics.

Behind human activities and environmental capacities lie, in a causal sense, two types of problem explanation: the reasons why actors act in the detrimental way they do, and the reasons why the environment cannot deliver or process more than it does. The actors' reasons depend on the options and motivations the actors have, which are in their turn tied up with cultural and structural backgrounds. The environmental capacities depend on ecosystem patterns and processes. A third type of problem explanation is not empirical, but concerns the ethical foundations of why researchers or policy agencies hold the environmental values that define the environmental problem.

Because these are three types of problem explanation, there are three avenues of theory exchange. The first one is with the social sciences; they concern general theories such as about collective action and the reasons ('rational' and others) that actors have for their choices. Other exchanges with the social sciences concern more specific elements, such as theories about local knowledge systems or research techniques. Chapter 5 gives two examples of selective borrowing; one is the adaption and after that the further development of the methodology of progressive contextualization; the other is the critical adaptation of rational choice theory and its pairing with other theory about human motivation. Chapters 6 and 7 are other examples.

The second field of exchange is again with the physical sciences, but then with respect to their more fundamental theories. They concern, for instance, biogeographical diversity theories, landscape and soils classification systems and the epistemology of modelling deterministic, stochastic and chaotic phenomena.

The third field of exchange again lies in the normative realm, but concerns the normative foundations of environmental science, branching out from the normative core concepts into ethics and normative economy. Examples of this 'normative contextualisation' as it will be called in the next chapter, are the excursions into the efficiency versus equity issue in Chapter 4 and the debates with 'deep ecology' and utilitarian ethics in the Chapters 7 and 8. An other example issue, not touched upon
in this study but of rapidly growing relevance, is the theory and practice of global distributive justice.

**During the course of the analysis and explanation, all kinds of options for change are identified. These may be fed into the third type of environmental science research: the design and evaluation of solutions. In this research, the options are selected and combined to form a new system level: a regional environmental policy plan, a design for local rural self-help, a waste recycling scheme or any other type of environmental design. Usually, this research is rounded off by an ex ante evaluation, e.g. an EIA or a cost-benefit analysis.**

The theory exchanges here, obviously, concern those with other normative disciplines, such as the technologies. An example are the design techniques in the next chapter; those of the industrial design field, for instance, are quite inspiring if you are able to mentally make the jump from the design of vacuum cleaners to the design of environmental projects (e.g. Barendse et al., 1989, about "rapid prototyping"). Other important exchanges are with the normative parts of the social sciences; they concern, for instance, the concept of participation of target groups and the ways to incorporate the values of nature in cost-benefit analysis.

Theory exchange, obviously, is crucial for the discipline; there is simply no other way to attain academic standards in a reasonable time. At the same time, there is not single "guiding discipline". Firstly, because it is not other disciplines that count in the theory exchange process, but theories. Administration science, to take an example, of course holds relevant theory elements, but heaven forbid that we should have to study the discipline as a whole, let alone swallow its paradigms and imagery, before turning to the relevant theories; the only discipline of interest to environmental scientists should be environmental science. Secondly, the idea of a guiding discipline is wrong because much more should be at stake then guidance; all theories guide in different directions, and theories should be drawn in and digested rather than followed, in order to prevent environmental science falling apart into 'schools' too small to survive. Take, for instance, the theories of participation. These theories happen to have their emphasis on the participation of farmers in developing countries in development projects and for that reason, Third World-oriented environmental scientists come across them first. The worst thing to happen then is that a Third World-oriented branch of environmental sciences 'goes participatory'. What should happen is that first the theories are digested (environmental science is not only there for farmers, after all, but also for future generations and nature), and then are spread over the discipline, so

---

45 In this restricted sense, I agree with Tellegen (1989), who warns against the perspective of environmental science as an isolated discipline and against the naïvity of environmental science theory builders who re-invent wheels that have been in existence for a long time. Tellegen exaggerates his fears, however, to such an extent that he only sees that perspective of isolation, condemning all efforts to develop a discipline of environmental science as an expression of the materialist interests of environmental scientists, "according to Marx". Quite inconsequentially, Tellegen sees all concepts that environmental science does share with other disciplines or lay people as proof that environmental science does not exist as a discipline, instead of cherishing its openness.
that also other environmental scientists may go participatory, the environmental science way.

Thirdly, there is no single guide for environmental science. Relevant theory exchanges spread into the physical science, social science and normative science realms. This is simply a consequence of that the internal structure of environmental science itself holds these three types of elements: social facts, physical facts, and values. Values, we may note with some emphasis, are not primarily there in an external position (in a role of ethical reflection on the research, as is the usual position, if any), but as part of the research, co-defining the object of study, the environmental problem, itself. This, in its turn, is a consequence of non-Cartesian character of the definition of environmental science as a problem-oriented discipline, as will be further explored in the next chapter.
ANNEX 2.I

Principles Of Curriculum Design

This Annex aims to translate the findings of the chapter to the design of environmental science curricula, mixing the chapter's principles with a number of general educational and job market principles. It has been thought wiser to lay down the general principles of curriculum design in a straightforward and sufficiently explicit manner than to get lost in the host of practical details and types of choices one can make depending on one's particular institutional and paradigmatic context. Consequently, I do not attempt to survey and discuss current educational practices; the examples I will mention are taken up only to illustrate a few points.

Let me state at the outset that, following the rule that people should not be given the fishes but the knowledge to make a net, I am a firm believer that, education-wise, theory (substantive and methodological) should have precedence over facts.

A 'theory strategy' in environmental science education will also help us to escape from the well-known criticism that you can only go deep (that is, be scientific) if you confine yourself to a narrow subject, and that you are necessarily shallow if you plough wide. This criticism is quite justified, but with respect to 'facts-teaching' only. To illustrate this, let us look at the teaching of astronomy. This discipline ploughs from one side of the universe to the other, and deals with a breathtaking array of facts. Why is it that teaching astronomy is not considered shallow? Because the students are not taught these facts! Confining ourselves to individual stars, for instance, they do not learn all the stars' positions, the states they are in and the light spectra they emit. Students are taught about star types, the general processes in the (types of) evolution of stars and the physical and chemical theories behind these. Likewise, environmental science students should be taught about environmental problem types, the general processes in their 'evolution' and the physical and social-science theories behind these. Like stars, there is a myriad of environmental problems and a myriad squared of facts about them. But there is less than a myriad of environmental problem types, less than a myriad of explanatory theories and design methods, and only one sustainability concept. Therefore, a curriculum that follows the 'theory strategy', focussing on generalized key facts, generalized processes, methods and concepts is never shallow. There is only one condition, of course: that we have theory to teach. If we don't, we should confine ourselves modestly to what environmental science in the Netherlands, and probably all over the world, started doing in the seventies: giving short, factual courses to monodisciplinary students to show them how monodisciplinary knowledge connects to environmental problems. This has been useful and still is, but it is not (problem-oriented) environmental science and not a basis for a fully-fledged environmental science curriculum.

46 It is interesting to note that a survey carried out among former students of the centre for environmental science of the University of Amsterdam (Dubbeldam-De Vries and Van Zonneveld, 1987) indicated that former students in their job situation rarely use the factual knowledge they acquired in the environmental science research teams they had participated in, but frequently use the more general methods they acquired in the teams.
What I mean by 'methods, concepts etc.' has already been treated extensively and will be further illustrated in the coming chapters of this study. What is meant by 'generalized key facts' may need some illustration here. Let me take 'tropical deforestation' as an example problem type. Then, 'facts' are the countless local variations on a theme of 'generalized facts' which, following the triad of analysis/explanation/design, comprises:

- types of actors in types of environments, key environmental impacts (e.g., soil degeneration, erosion, loss of biodiversity and river deterioration) social impact types on types of receptors (benefits to the rich, costs to the poor, to nature and to future generations)
- strategies of types of actors (loggers, local people, governments etc.) and their interactions, backgrounds in world markets and politics, ecological backgrounds (e.g., 'island theory' of species diversity equilibria).
- types of social and technical options for solutions, key dilemmas and key experiences at the local, regional and national levels.

This, one could say, is a problem-ology, comparable to the star-ology of the astronomers. 'Facts' in the sense of specific knowledge come into the picture only for secondary educational purposes, e.g. to illustrate the general knowledge. Dove's (1986) beautiful case study of a small area in Kalimantan (Indonesia), problem-oriented, rich in detail and rich in theory linkages, may for instance be used to add the real-world touch to many general deforestation aspects and trigger off a one-week students exercise on "Is Cogon Grass Really Not A Problem?"

This way, problem-ology will act as the educational bridge between the more general methods, conceptual frameworks, theories of collective action and other theory elements on the one hand, and the myriads of facts on the other.

Taking the analysis of the preceding sections together, it will be fairly clear what the content of an environmental science curriculum could be. Put in formula style, the matter is simple. If we want to teach environmental science and if we think that environmental science is the general knowledge, methods and theory for the analysis, explanation and solution of environmental problems, then that is what we should teach. Figure 2B, which lays down the essential structure of an environmental science curriculum is therefore nothing more than a simplified redrawing of the problem-in-context picture (Figure 3J), putting in the terms 'general facts, methods and theory' because of their educational relevance.

The four blocks in the figure are drawn with open boundaries to the surrounding science fields, following the preceding section. Of these, block C, the environmental problems themselves, is drawn as more closed than the others, symbolizing the fact that this field, more than the others, is environmental science's 'own thing'. The two explanatory background blocks A and B have relatively vague boundaries. It is largely a matter of taste to define where 'environmental physical and social science' ends and environmentally relevant 'normal' physical and social science begins. This also indicates that it is not a matter of principle whether these elements are taught by environmental scientists or by social or physical scientists; problem relevance is what counts. The choice of subjects in the A and B blocks should therefore be determined through a primacy of the 'C-subjects'.

The caption of Figure 2B says it is the 'essential' structure. This emphasizes that it indeed seems essential not to lose sight of it when designing or assessing an environmental science curriculum, but also that countless variations of form may be made without impairing the essential content. Below, some examples will be considered for a better grasp of what exactly may be essential, and what not.
Figure 2B
The essential structure of a problem-oriented environmental science curriculum. The figure is a reduced version of the Problem-in-Context image, Figure 3J.
Repeating a point already touched upon, what is essential is that subjects are taught in a coherent manner, not whether this is done by inside or outside teachers. Choices may therefore be made largely on institutional, budgetary or other more secondary grounds. If a university is strong in physical geography or ecology, students may receive the bulk of their B-knowledge there; if a university is strong in physical planning or administration science, it is good to try to join forces (and clash paradigms) over there, and so on.\(^7\)

It is essential that sufficiently equal weights are given to the A-, B-, C- and D-components. As will be shown later in this paragraph, there is a fair amount of room to move here, but this room is certainly not unlimited. Van Koppen and Blom (1986) describe a course in which the majority of time is spent gathering mono-disciplinary physical science data and analyzing them in the laboratory, after a common-sense level 'analysis' of a problem as simple as the park pesticide study of Section 2.3. Using such an exercise for a more problem-conscious analysis of pesticides in the park soil is contextualized environmental soil analysis, which may be a good thing (for environmental specialists), but not 'Environmental Problem Analysis' as the course is called.

It is essential, as I mentioned already, that the choice of what students read in the social and physical science 'background blocks' A and B is 'problem-ruled', i.e. determined by relevance for the C-block. Blocks A and B connect environmental science to the virtually endless worlds of social and physical science, in which almost anything may be judged important if the litmus test of relevance is not strictly adhered to. O'Sullivan (1980) illustrates the endlessness by charting the contents of a 40-weeks course comprising 31 mono-disciplinary A and B sub-units such as 'composition of the earth system', 'characteristics of economic systems', 'ecological succession and climax' and 'the chemistry of carbon'.

Curricula suffer if their aim and scope are not sufficiently clear and if the criteria for choice about what to teach are not adhered to consistently. The problem-oriented paradigm expounded in this study yields clear-cut criteria and also enables further scoping, as will be shown below. Consistent adherence to a sharply defined empirical science systems-oriented paradigm may work equally well, although I cannot quite imagine it myself. Without a paradigmatic guide, curricula will be ruled by what lies institutionally close at hand. A Belgian university, to mention one example, teaches a unit called 'Environment and Crime', composed of two elements; one is the abatement of environmental crime in the framework of environmental policy, the other is the influence of the (urban) environmental on (any) criminal behaviour. The first is a regular part of problem-oriented environmental law, the latter is an element out of a completely different tradition in human ecology, focusing on the influence of "total environment" (housing, education and so on) on social, not environmental problems (crime, early pregnancies etc.) Both may be adequate elements in coherent educational programmes, but is is hard to imagine which educational criterion has been applied to combine them in one.

An interesting case of searching for a theory-rich, paradigm-led curriculum is described by Moffatt (1982), writing about the 4-year environmental science programme at Stirling, Scotland. This programme aiming to be an interdisciplinary curriculum, it is quite justified that Moffatt stresses the need to "integrate concepts" and to find a "general theoretical

---

\(^7\)Generally, external teachers may be less efficient in strict terms of programme coherence, but this may offset the risk that students may feel caught in a web of too tight, too paradigmatic coherency.
framework", a "general theory or paradigm which can act as a focus". This theory should encompass "the structure, function and management of social and ecological systems" or "the structure, function and management of all environmental systems and their interaction", that is, in short, everything. It comes as no surprise then, that "at present, there is no such general framework" to be found in the systems approach to environmental science. Yet, it is said that "the programme developed at Stirling has achieved an integrated course in environmental science". How has this been wrought? Partly by dropping most of the social science elements that should be there even in a systems approach. But most of the integrative work is done, in my judgement, by silently shifting to a partial problems-approach to environmental science. Pollution problems creep in at the beginning of the second year, with 'land and resource use' in a kind of in-between position. In the third year, mathematics are applied to 'substantive environmental problems' and students are taught about ecosystems management, settlement planning, land evaluation, resource conservation and so on. In the final year students choose six electives, "in-depth short courses examining various types of environmental problems". It seems likely that more coherence and depth would be achieved if the problems orientation were to be moved from its position in a number of peripheral applications to a more central and theory-rich position, somewhat like the C- and D-units in Figure 2B.

We now come to a number of epistemologically non-essential characteristics of problem-oriented environmental science curricula. These unproblematic variations on the A-B-C-D-theme of Figure 2B have been taken up here in order to indicate the theme's range of application.

As visible in Box 1.1, the A-B-C-D schedule may be used to structure a short, 2 months course. Moving to the other end of the time scale, Figure 2B may also be the essential structure of a full 4-years environmental science curriculum. An example is given in Box 2.1. Phase I, which could take up the first two years, covers the A and B elements, with phases II and III taking care of C and D, respectively. The tightness of the schedule is softened by including a C-type unit in phase I, a problems overview that runs the full period, providing motivation and integration in relation to the relatively loose physical and social science elements of the rest of phase I. Conversely, a minor unit of A-B knowledge runs through phase II, covering special subjects in individual students' fields of interests or connected to the 'analytical project'. This analytical project is an application of the problem-analytical and explanatory (phase II) theories and methods, carried out in teams of two or three students. Group work also takes place during phase III; in this 'policy-design project' the emphasis lies on the application of design and evaluation theory. The optimum approach is probably to make the policy project as different as possible from the analytical project, hence to have it tackling a different problem type, with a larger number of students and maybe also on a more applied level. Moreover, if one of the projects is desk study based on secondary data, the other should be a field study in direct contact with the actors involved. A series of seminars covering general and topical issues, presentations of Ph.D. work etc. runs through phases II and III.

Subjects read in the first two years comprise energy flows and mass balances, geological processes, biology, field geography and so on, with minor attention being given to resource use, economics and geography.
### Box 2.1

**AN EXAMPLE OF A FOUR-YEAR PROBLEM-ORIENTED CURRICULUM**

**Phase I**
- Integrating core: the problem-ologies of acidification, desertification, heavy metal pollution, waste, global warming, landscape fragmentation etc.
- Core concepts and normative foundations of environmental science
- Problem-explanatory and analytical basics in the physical sciences
- Problem-explanatory and analytical basics in the social sciences.

**Phase II**
- Theories, methods and research examples of environmental problem analysis and explanation
- Problem-analytical and explanatory research project (in small team)
- Selected subjects, physical and social science
- Seminar series.

**Phase III**
- Theories, methods and research examples of policy and project design and evaluation
- Policy-design research project (in larger team)
- Short dissertation on theory topic
- Seminar series.

Narrowing the scope of a curriculum is a means of arriving at curriculum coherency when one does not yet possess sufficiently strong integrative theories to span the whole. By narrowing the scope, the students absorb more facts relative to theories and the integrative theories need to be less abstract. There exist two basically different directions of curriculum narrowing: by disciplines and by problem type. The first implies that large parts of the A-B-C-D structure are dropped and is therefore epistemologically problematic; it will be treated later in this section. The problem-type scoping is not without problems either, but since these are 'only' practical, it will be treated first.

If we take chemistry as an example, we see that this discipline is in itself a narrowing of general 'nature-ology' to 'molecule-ology'. Within chemistry, one may take a further narrowing step, e.g., to a curriculum in organic chemistry, and even one step more, e.g., to PVC-ology. Nobody does the latter, of course, because it would be a waste to train people to become a PVC-ologist when chemical theories are good enough for students to become organic chemists. Note, however, that the PVC-ologist would still be fully equipped for researching and solving scientific problems in his field; he is not epistemologically invalidated. This is because all the narrowing steps have been narrowing only the subject of study.

Moving over to (problem-oriented) environmental science, we see that the discipline is in itself a narrowing of general societal problem-ology to environmental problem-ology. We could narrow the subject of a curriculum down to the extreme of, say, toxic-waste-and-local-communities-ology, and still the student could be taught the full epistemological scope of environmental science, that is, the whole A-B-C-D structure.
How and to what degree environmental science curricula should be scoped depends therefore on a number of practical considerations. Some of these relate to how one views environmental science itself. An assessment of the strength of environmental science theories, for instance, determines what is regarded as maximum breadth and what is too narrow and therefore a waste. Furthermore, the scoping problem interplays with the degree to which one expects and wants environmental specialisms to develop their own theories and job market claims. Many other considerations concern this job market, e.g. the size and structure of its segments and the degree to which environmental scientists are expected to know a lot of readily applicable facts or to be able to go slower but deeper, led by more general theory. Personally, I would opt for curricula not narrower than, for instance, the fields of 'environment and development', 'waste and toxic pollution problems' and 'nature protection and land use' or, subdividing by problem scale instead of by problem type; 'local and regional problems and policies', 'national problems and policies', and 'European/international problems and policies'. Other delineations are possible, of course, that also have the same broad but not all-problems character.

Perpendicular to the scoping by problem type (or scale) runs the idea of scoping by disciplinary fields that contribute to environmental science. In practice, students then either read physical science subjects with a minor in social science, or the reverse. When students take up environmental science after two or more years of monodisciplinary education, this bias becomes even more outspoken. Especially in the latter case, the epistemologically holistic character of environmental science education comes under severe strain. The 'building of environmental science' pictured in Figure 2B stands on two legs, after all, and too asymmetric foundations lead to unbalanced wholes.

There is, for instance, the ever-present risk of implicit biases arising when monodisciplinary paradigms are applied to problems much broader than their original setting. We have already considered the example of ecology in Section 2.5; Geerling et al. (1986) point to the biases arising from the 'mapping paradigms' of soil science, landscape ecology and land evaluation. Other examples are the 'crop bias' implicitly inherent in farming systems research, the anthropological parti pris towards the interests of local people and traditional cultures (Galjart, 1988), and economy's well-known habit of declaring itself the science of human rationality, working in reality with the paradigm of the insatiable homo economicus.

The second aspect of too asymmetric a disciplinary substructure in the A and B elements of Figure 2B does not concern this matter of 'deep' biases, but the quite practical fact that the more monodisciplinarily biased researchers become, the more of them are needed to carry out a whole-problem analysis. As we have seen in Section 2.3, a simple environmental problem often requires knowledge from as many disciplines for its analysis, explanation and solution as a hugely complicated one, but it is obviously inefficient to put a team of ten specialists on every local problem or incremental policy design. On the other hand, when there is a very new or big problem, it is inefficient to put a team of ten researchers to work who all know the same whole-problem facts and theories and the same relatively few specialist facts and theories. Generally speaking, very small problems ask for single-person research by a "complete" researcher, and very big problems ask for large teams of researchers with strongly biased, monodisciplinary knowledge, complementary to one other and supplied with a sufficient dose of integrative, whole-problem theory.
Logically, there is also something in between these two extremes, namely, the small team of two or three only 'weakly biased' environmental scientists working on 'medium-sized' problems. As I will indicate below, this type of teams may be of special relevance for environmental curriculum design.

Before moving on to this issue, however, it may be noted that I have expressly avoided the terms 'generalist' or 'specialist' here. This is because there are, as we have seen, two very different dimensions to becoming a specialist or a generalist: in terms of environmental problem type or in terms of background disciplines. Somebody may, for instance, be completely specialized in a problem type, being educated, for instance, in domestic waste problems only, but completely covering all relevant disciplines in that field: social backgrounds, technologies, physical impacts, law, design methods, research approaches and so on. He is the problem-specialist-cum-disciplinary-generalist. On the other hand, a completely specialized environmental biologist may be trained in biology for any problem type: species protection, soil life, toxification, water-borne diseases, forest acidification and so on. He is the problem-generalist-cum-disciplinary-specialist. The other two clear-cut types are the true generalists (the GP's of environmental science) and the true specialists, that is, both in discipline and problem type, such as the (eco)toxicologist.

Returning to the subject of disciplinary scoping of environmental science curricula, it appears that there exist three 'epistemological perspectives' for this scoping:

- the single-person perspective, in which students are trained to tackle on their own (albeit in contact with specialists) relatively simple environmental problems
- the small-team perspective, in which students read a 'weakly biased basis' in the social or physical sciences, and are trained for medium-complexity whole-problem analysis and design in teams of two or three (again in contact with specialists)
- the large-team perspective, in which students dig deep into a single social or physical science discipline but maintain a sufficient level concerning whole-problem theory and methods to work efficiently in truly interdisciplinary teams, focusing on the problems of the greatest complexity that environmental science can handle.

All types of teams obviously have a role to play in science and society, and so they do in environmental education. To round off this section, this will be further substantiated, emphasizing the second curriculum type. The descriptions will be mixed with considerations concerning the type-of-problems scoping dimension.

Single-person research is especially feasible in contexts where a relatively confined scope of relatively simple problems is combined with low budgets. This type of situation typically occurs at the municipal and the provincial level and in the work of many directly-practical organisations, such as (in the Netherlands) agricultural, water management and recreational boards. In the Netherlands, many 'applied-science schools' (with a 4-year curriculum at sub-university level) successfully operate programmes of this type. This has the happy consequence that environmental science units at the universities can concentrate on more theory-rich, less directly applied education.

The other extreme, the large-team perspective, has long been the overall teaching strategy of the universities, offering short electives of whole-problem theory and interdisciplinary training to monodisciplinary students. Such an interdisciplinary addition to disciplinary specialists is still considered of vital importance to enable students to contribute efficiently to large-team research and open up the road to acquire more stand-alone capacities in their later on-the-job situation. In the Netherlands, a 1-year post-graduatue vocational
course (Barendse et al., 1989) specialized in this curriculum type trains even non-environmental specialists, ranging from chemists to historians. It is of importance here that students are not narrowed in the type-of-problem dimension, so that their disciplinary specialist knowledge may keep its full relevance.

Curricula in the small-team perspective are, in my judgement, the heart of the matter for the decade to come. Recent developments in the Netherlands show that this opinion is held more generally (e.g. Stolwijk and Klaassen, 1989). In these curricula, students read the relevant elements of either a broad set of social disciplines or a broad set of natural disciplines, and share a strong environmental science core. This choice is at the same time the most 'future-rich' strategy, as the Dutch say, because these curricula challenge environmental science to strengthen its own whole-problem theories and methods.
Chapter 3

PROBLEM-IN-CONTEXT:
A CONCEPTUAL FRAMEWORK
FOR ENVIRONMENTAL SCIENCE
Environmental problems being the core object of problem-oriented environmental science, environmental problem analysis is its core research activity. Going one step further, explaining an environmental problem requires an understanding of the contexts out of which the problem has arisen. Explanatory contexts come in three types: normative, physical and social; they are connected to three different elements of the environmental problem's core structure. The identification of options for solutions follows from analysis and explanation; these options are fed into environmental science's third major research type, the design of possible solutions.

In this pivotal chapter of the volume, we will see how a single conceptual framework can guide these three interdisciplinary research (and education) types, at the level of specific studies as well as the level of more general modelling and theory.

The framework also gives environmental science a footing in (and against) the philosophy of science. For this reason, this chapter's treatment of concrete examples and practical details will be interwoven with more abstract exercises. One of these is showing that the Problem-in-Context framework is reflective, "subjectivity objectified". This insight will show how normative problem-in-context research may incorporate non-normative, 'people-environment systems' research.

A briefer and less fundamental representation of Problem-in-Context, also including much of the action-in-context material of Chapter 5, is in De Groot and Stevers (1992).
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Q. It certainly is complicated.

A. Yes, but then everything is integrated in terms of a reference frame, or a frame of reference, or a conceptual framework, or if you prefer, ongoing theoretical developments.

Q. I suppose everything has to have a frame of reference.

A. At least one.

3.1 Sources And Preview Of Problem-In-Context

Contrary to the empirical sciences, Koningsveld (1987) asserts, 'normal science' in the normative disciplines is not primarily related to the success of puzzle-solving in the discipline itself, but to the success of puzzle-solving for society. This obviously poses a risk; a normative science will only go through a paradigmatic shift if the solutions brought to society begin to fail, and it may take a long time before these signals are strong enough. Therefore, Koningsveld proceeds, the normative sciences should have their own internal "reflective capacity", actively studying and discussing the foundations, especially the normative foundations, of their routine activities. To this, Van Hengel (1991) adds that "many irrationalities in our society, science-steered as it is, may be related to the failing of the reflective capacities of the normative sciences".

The present section gives a brief glance at the sources of the Problem-in-Context framework. This is not because I would believe that ideas are better when the history of their inception is long and complex. The history of Problem-in-Context, however, provides an informal example of 'internal reflective capacity' at work; the discussions and explorations took place in the 1980s, a period that environmental science in the Netherlands had no problems in receiving attention and funds for its applied, society-oriented work. Moreover, the descriptions of this section shed some informal light on the basic characteristics of the Problem-in-Context framework.

Problem-in-Context is a conceptual framework in the sense of Rapaport (1985), i.e. a paradigmatic structure that helps to order, in Rapaport's words, "the material".

---

This ordering may take place as the ordering of thoughts at a theoretical level, as well as the ordering of research steps and questions at the case study level. In this section and the next, the emphasis is on the first level; in Section 3.3, we start from the other end.

During the 1980s, mainstream Dutch environmental science was roughly equal to applied physical-scientific impact models and applied, directly policy-connected work. This was not applauded everywhere. Schroevers (1983), for instance, stressed that this environmental science, not going to any root of the environmental crisis, was in fact "part of the very system that destroys the world". In a more mainstream fashion, Opschoor (1987) discussed a more fully-grown environmental science, more connected to ethics and social science and more occupying itself with fundamental sustainability and explanatory research into "society-environment interactions".

These statements are part of a long-drawn reflective discussion of which the core question, in retrospect, may be formulated as: if we want environmental science to become more fundamental and more scientific, does that imply that the problem-orientation should be dropped? In the meantime, as we saw in Section 1.1, environmental science kept up its problem-orientation on the surface of its day-to-day work, as it did in its self-declarations. This was not simply conservatism; it was mainly because the alternative was perceived as fundamentally unattractive. Dropping the normative perspective would imply to become an empirical science of 'society-environment interactions' or 'people-environment systems'. What would such a science be? Should we go and study the zillions of people-environment interactions (people cutting roses in their garden, people breathing air, people driving their cars against trees, people collecting clay to build a hut ...)? If we finally would manage to bring some overall concepts into these studies, wouldn't we end up as something we already have for a long time - geography, human ecology and so on? And if the core concept of the science would be 'people-environment systems', how far would that concept bring us? The biosphere as a whole is obviously a people-environment system, and so are many remote islands and isolated tribal cultures, but for the rest, that is, for the vast majority of cases, people-environment systems simply do not exist as bounded, studyable objects! (Bouwer, 1980; Vayda, 1983; Young, 1989; De Groot, 1992).

My own writings at the time (e.g., De Groot and Udo de Haes, 1983; De Groot, 1984) made a sharp distinction between environmental science and explanatory work. Environmental science was "solution-oriented integration" of data, consisting only of problem analysis and design (ref. 'environmental management', Section 1.1); explanatory work was "human-ecological integration" of data, something completely different and in fact not even possible because of the non-existence of identifiable people-environment systems.

---

30 As Young (p. 77) puts it: "For a human ecology that focusses on all of humankind (....) the notion of human ecosystems seems almost impossible to conceive in a way that can be bounded, comprehended or studied in any realistic way."
At the same time, however, common sense and scientific authors (e.g., Hommes et al., 1984; Boersema, 1984) continued to point at the fact that explanations were crucial for finding more fundamental solutions to environmental problems than was allowed by the 'environmental management' perspective. This triggered a first conceptual step: explanation should be included in the environmental science, but this should be the explanation of environmental problems, not of people-environment systems.

In retrospect, this step seems almost too trivial to be called a step at all. It must be borne in mind, however, that the discussion (as paradigmatic discussions go) was contaminated by several issues of the same abstract character; I mention them here because they are still dominant in traditional perceptions of environmental science throughout the world. One of them is that problem-oriented work can only be 'applied', and hence not fundamental (Section 1.2). Another is the idea, exemplified for instance in Wolf (1986), that if you want to study complex phenomena such as environmental problems, you automatically have to follow a systems approach, and if you follow a systems approach, you automatically have to study people-environment systems. (Wolf here mentions Duncan's POET model as an example, the same one we will meet in Section 3.7.) Thus, if you look at things the systems way (methodologically), you must study systems (substantively).

Thus, it remained unclear how to explain environmental problems (e.g., to go into their social causes) without having to draw up an entire people-environment system, with all its inherent difficulties of non-relevance and non-existence, around every environmental problem one seeks to explain. I certainly couldn’t blame environmental scientists for declining to do so! Taking a look around in the social sciences brought no solution; as will be gone into somewhat deeper in Section 5.1, social science studies were predominantly occupied, as they still are with amazing repetitiousness, by studying the environmental movement and measuring citizens' attitudes with respect to the environment, that is, matters obviously marginal when it comes to who and what causes environmental problems.

Some candles indicating directions out of the deadlock, in the meantime, were lit by non-social scientists (e.g., Udo de Haes, 1987; Van Asperen, 1986; NMP, 1989), who pointed at the social dilemmas of rational choice as a basic mechanism underlying environmental problems. And the light (at least, my light) broke through in an article by the ecological anthropologist Vayda (1983), triggering the second conceptual step towards the Problem-in-Context framework: to drop the systems look in the explanation of environmental problems.52

---

51 The small field of Third-world oriented studies was an exception, e.g., Opschoor (1987a), Fiselier and Toornstra (1987).

52 Note that this statement does not pertain to the analysis of environmental problems, nor to modelling as causal chains and systems of phenomena that are causal chains or systems. Actor field chains (Chapter 5), for instance, can be modelled although they do not describe a social system. The systems look at nature and people can be criticized for many more reasons than that people-environment systems do not exist, but that is not the issue of this section.

80
Vayda, once a declared supporter of the people-environment system approach (Vayda, 1969), asserts that these programmes have been based on untenable assumptions about self-maintaining system properties, system boundaries and the interconnectedness of institutions, and they have not brought us much more than budget overflows and confusion about the proper research unit. As an alternative, he proposes the methodology of *progressive contextualization*, in which there is no other *a priori* research unit than the action to be explained, from which the researcher proceeds 'outward', identifying explanatory actors and factors wherever the search may lead. The example is from Vayda's own research in Kalimantan:

"The investigations could start by noting such activities as tree cutting or forest clearing by migrant farmers and Dayak tribesmen; they could then proceed to relate them to factors as various as the operations of timber concessionaires, the demand for aloe wood and other forest products in such distant places as Hong Kong, and the previous migrations whereby relatives and friends who could help newcomers from other islands had become settled in frontier areas (.....). Decisions about how far to go or how long to continue were made on the basis of such considerations as the resources available for research and the thoroughness or detail that the investigators felt to be useful or necessary for explaining the occurrence of certain activities to themselves, to their colleagues and to policy makers". Out of this grew the action-in-context methodology for the social scientific explanations in the Problem-in-Context framework. Although less outspoken, progressive contextualization is also the basic approach for the other two types of explanations of environmental problems, 'normative contextualization' and 'physical-scientific contextualization', as we will see later.

Two problems now remained to be solved by way of two more conceptual steps. The first one cropped up when I once explained a first version of the action-in-context schema to my colleagues. "This is interesting," they said, pointing at the blackboard full of concepts and arrows, "but where is the environmental problem?" This 'disconnection problem' was serious enough, because, contrary to social scientists, environmental scientists obviously are not there to explain actions in general, but need a fluent cross-over from environmental problem analysis to environmental problem explanation. Responding to this, an early version of Problem-in-Context (De Groot, 1988a) had the "environmental problem" written in; the actions to be explained obviously are the *problematic* actions, identified in the problem analysis. The description of the environmental problem remained without structure, however.

---

53 Although less outspoken, analogous conceptual steps later turned out to have been taken by Blaikie and colleagues (e.g. Blaikie, 1983; Biot et al., 1989) and Johda (1989), all of them working on Third World soil degradation problems. Blaikie and Biot put the physical symptoms of soil erosion at the centre and then propose to contextualize "forward" to productivity decline and other impacts, as well as "backward" to the actors, the land-use system and background factors. Johda starts out with the environmental problem as a whole and thus only needs to "proceed backwards", to "understand the factors and processes contributing to it". These steps, in Johda's words, may relate to micro-level decisions, meso-level programmes and macro-level policies.
In the meantime, colleagues and I had developed a conceptual picture we called the "chains of effects and norms", running parallel to each other and connected by "fact/value discrepancies". We used this picture on several occasions as tool to conceptualize ecological standards, to design monitoring strategies, to analyze water management conflicts, and so on. Then suddenly, the 'disconnection problem' and the chains-of-effects-norms picture flowed together: the picture was not just a handy tool for several occasions, it was the structure of every environmental problem! Thus sprang up the Problem-in-Context framework in it almost full form, visible in De Groot (1990).

The last problem was a real mind boggler. You can, for instance, make a picture of how actors are doing certain things, and how actors (the same ones, or a government agency) perceive these actions as problematic, analyze this problem, design a countervailing strategy and implement that strategy, feeding back to the original actors. Conceptually, this is nothing difficult; what you do, in fact, is draw up a picture of a type of people-environment system. Only, this is nothing normative! Normative, somehow, is that you yourself, steered by the values you hold, identify what is problematic (in your own actions or somebody else’s), design a countervailing strategy, evaluate it against values of efficiency, equity, sustainability or whatever, and propose or directly implement it. This procedure can be ‘objectified’ by discussing whether you used the appropriate models, ethically grounded procedures and non-personal values, but still, the discussion is about what should be done, not about what other people happen to be doing.

As was the case with the empirical analysis of actors analyzing problems and designing countervailing strategies, also the normative analysis and design can be put on paper; you than draw the picture of the values (e.g., policy objectives) that were your normative point of departure, the analysis of the problem thus defined, the problematic actions identified, and so on. But at the same time, the actors continue to design their actions not through your value perspective, but through their own.

Thus, there appear two exist two modes of description, or two levels of analysis: the objective/empirical and the subjective/normative. Somehow, however, these two modes of description have to be reconciled into a single-level analysis. In order to explain your (normative) problem, after all, you have to move to the (empirical) analysis of other people’s value perspectives. Can the objective and the subjective be brought into a single-level Problem-in-Context picture? This will be the key question of the next section, in which we will go beyond the Cartesian incommensurability of objectivity and subjectivity, bringing them both up to the single, reflective level of ‘subjectivity objectified’.

---

3.2 Flashes In The Noosphere

In this section, it will be shown how the Problem-in-Context image arises out of a more fundamental picture of the structure of 'everything human'. This serves to indicate that the conceptual framework is not some incidental, personalistic design but the environmental science variant of a more general phenomenon. It also lays the basis for solving the last problem mentioned in the preceding section. More practically, it helps to give the Problem-in-Context framework its proper shape, indicating what should be 'up' or 'down', and what basic types of problem contexts there are. This requires a brief sojourn at an abstract level. As the title of the section suggests, I will go there lightheartedly, for the simple Problem-in-Context purpose only.

Plessner, a philosopher drawing from a background in biology and the German hermeneutic-science tradition (ref. Chapter 7), has formulated a typology of 'levels-of-life', out of which I take a few elements here, through the interpretation of Kockelkoren (1992).

At the first level, plant-like life organizes itself by the realisation of a border between its own assimilatory and dissimilatory processes and the outside world. From the point of view of the plant, the only 'outside' it may relate to is that what presents itself at the border. Insofar it may be said that a plant lives in a world, this world is an undifferiated medium.

Animal-like life is called by Plessner a 'closed' form of organisation, literary because the open border has become folded inside the body, realizing a real border between the body and the outside world, and also more metaphorically because the animal body encloses a central nervous system in which the body itself is represented, monitoring its own states. Through its sensory and motor faculties, the body becomes the mediator between this centre and the outside world, an outside world that has now arisen as a real environment, differentiated from the point of view of the animal into things associated with food, pleasure and risks. For practical purposes, we may distinguish between the social (own species) and the physical environment. The animal, then, lives in a twofold world, the social and the physical. From its own point of view, the animal itself is not part of the world; this is because its centre does not see itself.\footnote{Note that we are dealing with abstract ideal-types here. Neither differences within, nor overlaps between the real-world animal and plant kingdoms are discussed, nor the more fundamental question of possible overlaps (semi-consciousness or other-consciousness) between humans and animal life forms.}

Human life adds consciousness to the animal picture, i.e., the capacity of the centre to see itself, making the human being, as Plessner puts it, again 'open', 'excentric'. From this excentrical, reflective point of view the Self becomes seen as part of the world. Human world is thus threefold: a physical environment (consisting of natural things, artifacts and mixed phenomena), a social environment, and an inner...
world in which the individual sees itself, the two environments and the interactions between them.

Environmental science being a science of collective problems and collective action, we may lift this picture to the collective level. Doing so, the physical and social environments only become larger; collectives relate to more physical and social things than individuals normally do. Conceptually, they remain the same. The individual inner worlds become what roughly may be called culture, i.e., the world in which humans see, discuss and decide upon themselves, their environment, their actions in there and, in endless regression, their ways of seeing, discussing and deciding. Culture, like individual consciousness, is recursive (Hofstadter, 1979). When analyzing an environmental problem situation, we make a conscious representation of the problem, environment, values, options and actors; the actors, in their turn, hold a conscious representation of their problem, environment, option etc., plus that they see themselves as having a problem, and so on. The conceptual framework of problem-in-context will thus be curved inside itself, holding a ‘vanishing point’ of endless regress. Abstract as this may seem, it will beautifully solve several practical questions.56

This simple picture suffices for the purposes of the present chapter. I am therefore not going to discuss deeper questions that may be relevant elsewhere57, e.g., whether or not 'mind' may in fact be everywhere (Bateson), or whether physical things respond to the attitude of the beholder (Augustine). Let me only say that I hope the picture is neither idealistic, i.e., giving 'real', ontological status to mind only, nor materialistic, doing the same for the physical and social worlds.

Before introducing Figure 3A, then, it only remains to find some technically appropriate terms. The term system ('social system' etc.) has been avoided, being too biased toward the idea that things are, or should be, structured wholes. Likewise arguments of non-neutrality hold against 'culture', 'structure', 'meaning' and many more. Given also an aesthetical preference for the same word type, I have followed Dutch landscape ecology and adopted 'physical sphere', 'social sphere' and 'nooksphere', in which the latter is derived from the Greek nō-os (= mind) and may defined, largely following Schroevers (1982), as all human cognition, reflection and design, individually as well as collectively58.

56 According to Kockelkoren (1992), Plessner thought it also solved metaphysical questions. There can be nothing beyond consciousness (that is, beyond man), he thought, because consciousness is conscious of consciousness, and so on, and you can never go higher. This is a mistake. There is nothing high or metaphysical in recursiveness. If you can see how you can see yourself seeing yourself, you still see yourself, not otherness, or God.

57 The same holds for the more superficial questions of exactitude of definitions or the overlap between the three worlds (e.g., is a painting physical, cultural, or both?)

58 Note that I take the term literary; noosphere is the sphere of nō-os, the world of the mind. Schroevers includes also the physical impacts of mind-work, i.e., the artificial environment. This introduces a conceptual unclarity that is disruptive and not necessary here. In Figure 3A, the physical mind-products are part of the physical sphere, together with the natural and mixed phenomena (such
Figure 3A
Noospheric recursiveness, flashes, research and action. The noosphere is the reflective sphere of the mind. The flashes are discrepancies between perceived facts and perceived values, lying in the noosphere. In the explanatory (contextualizing) work spreading outward from a problem flash, the three spheres act as normative, social and physical contexts, into which the noospheric interpretations spread. Design is a noospheric action following analysis and explanation; implementation physically connects the noosphere with the social and physical spheres.

As the landscape. Thus I more or less take the term away from its originator, Vernadsky (1945) who, according to E.P. Odum (1971), had defined noosphere as the physical world dominated by human mind "gradually replacing the biosphere". Noosphere in my definition, parts of which are science and decision-making, sees, measures and discusses the physical world (as well as the social) but cannot replace it.
The top picture in Figure 3A is now arrived at: three spheres, drawn without their interactions and without specifying possible overlaps, being of no interest here. The noosphere carries inside itself the representation of the whole picture, which is repeated inside that picture, and so on.

In spite of its simplicity, the picture is in one respect basically different from most other images of people, environment and their interactions. In Goedman (1978), for instance, we find the models of of Doxiades, Odum, Duncan and himself, reading, respectively, as:

- individual/community/means/communication/nature
- production/protection/compromise/urban-industrial
- population/organisation/environment/technology (‘POET’)
- production/market/consumption/nature

in which every element is connected to every other. Other models of the same type are the well-known ones of the Club of Rome (Meadows, 1972) and the Dutch 'ecological model' of Van der Maarel and Dauvellier (1978), that read, respectively, as:

- population/pollution/land/capital/resources
- activities/needs/properties of the environment/functions of the environment.

These models are all typically ecological, in the sense that they could have been formulated in basically the same way for animals. Ants also have individuals, community, technology, communication, environment, production etcetera. The 'materialistic reduction' of the human world may be a good scientific strategy from time to time, but fails as a general representation because it lacks what makes humans human: reflectiveness (consciousness at the individual level; culture at the collective level; noosphere).

One of the difficulties this type of models run into is that reflectiveness, not being put on the paper, remains in the heads of the model authors and the model readers, giving rise to an unsurmountable barrier between the 'inner world' of the authors and readers and the 'outside world' represented in the model. Values, having their sources in the inner world, thus cannot be represented in the models. With that, it is impossible for the models to hold in themselves a representation of environmental problems, as we will see shortly.

---

59 The three spheres are conceptually equivalent to the four 'aspects' distinguished by what may be called the tetrahedronians in human ecology theory (Fuller, 1975; Golia, 1986; Caravello and Secco, 1989): physical, biological, social and spiritual. In Figure 3A, the physical and biological 'aspects' are lumped under 'physical shere', hence denoting everything material (animate and inanimate). This, by the way, is the only thing the problem-in-context framework has in common with the tetrahedronians; it is sad to see how they either keep on floating in high-holistic mists or fall down from it to the level of trivial reductionism. Caravello and Secco do so by inadvertently stepping on the well-known scale of nominal/ordinal/cardinal/rational measurement and sliding down at amazing speed, thinking that rational measurement is always superior. This is only so within the paradigm of reductionistic quantification, within which it cannot be seen that it is often much more relevant and difficult to 'be nominal', i.e., to establish qualitatively what or who something is, instead of measuring its size or distribution.
All sciences are noospheric, cultural things. The physical sciences look at the physical sphere, the social sciences look at the social sphere and some other empirical sciences look at socio-physical interactions. Some sciences, especially the humanities, are recursive: noosphere studying itself. With this in mind, Figure 3A may now be developed one step further by posing the question where environmental problems are represented in the model and what happens, 'spheres-wise', after they have arisen. The three-steps schedule of Plessner will again be used to climb up to noospheric heights.

Plant-like life forms may be said to 'have' environmental problems in the sense that there may be conditions of shortage or excess at the plant borders. The plant may sometimes even 'solve' these problems, e.g., by growing deeper roots. This is not so from the viewpoint of the plant, however, because it has no point of view. It can have no problems, even no bodily problems, because, as Plesner puts it, it only is body, it does not have one, as the animal type of life does.

In animal-like life forms, the central nervous system in which the body is represented may record the body as being in need of something. Typically, the animal then reacts by searching for food, comfort or whatever is recorded needing. If the social of physical environment does not procure what is needed, the animal may be said to experience, also from its own point of view, an environmental problem. Since the animal is not conscious of itself and only aware of an environment, it can see the problem only as 'lying in' the environment, not in the way it deals with it. The blame, so to speak, is put on the environment. The animal-type of environmental problems, in brief, arise out of immediate needs in the body-cum-body-centre and are seen as lying in the environment. It may be noted at this point that the 'materialistic systems' adherents, taking up basically only the 'animal-level' of humans in their conceptual models often confine environmental problems to those connected with 'animal-level' needs and the physical exchanges of resource extraction (from the environment) and waste (to the environment).

Human life can see and reflect upon itself; its environment and its way-of-seeing. Environmental problems may in extreme cases be experienced, 'animal-like', as unreflected wrong-doings of the environment, but they typically arise at the noospheric level: humans see something wrong in the way humans relate to the environment - taking too much out of it, putting too much into it or changing it in other ways detrimental to the functioning of the 'socio-physico-noosphere'. Environmental problems, therefore (as all societal problems), are noospheric entities, opposed pairs of facts and values, i.e., discrepancies between the perceptions of how the world is or is becoming and of how the world should be. The noospheric discrepancies are drawn in Figure 3A as the flashy tension signs.

---

60 Once arisen, they also function in the social sphere, of course, then in their turn studied by the (noospheric) sociology of science, which in its turn starts to function as a social entity...

61 This is not necessarily inherent in the systems approach; see, for instance, E.P. Odum, (1971, 3rd edition, pp. 510-516) about quality of life, culture and values.
It may be noted again that if we would be working with a model containing social sphere elements and physical sphere elements only, we would not be able to locate an environmental problem on the paper. We would be able to say: "An environmental problem is that something is wrong with one of these socio-physical interactions", but the problem ('wrongness') itself would remain in our heads or in our words only. That is because 'animal-level', noosphere-lacking models do not take the human stance, i.e., the excentrical stance of being able to put on the paper the observer's own values. It may seem paradoxical, but recognizing the intrinsically subjective, inner-world character of environmental problems is the only way to locate, externalize, discuss and thus objectify them.

At this point, it serves to define the concept of the normative observer. The normative observer is the agent whose value perspective leads the formulation of what the environmental problem is, and therewith the problem analysis, the identification of the problematic actions and the design of possible solutions. Although we may informally speak of the normative observer as "we", or "the researchers", we should note that the normative observer may in fact be anyone. If you are pondering whether the pesticides you use in your garden may cause an environmental problem, you are the normative observer (as well as the actor you observe, reflectively). In applied research, the researchers usually 'adopt' the value perspective (policy objectives etc.) of the agency they work for, and identify other actors, but often also the same government agency, contributing to its own problems. Section 3.4 gives a few more examples.

In our heads (formally, the head of the normative observer), the world as it is perceived to be (facts) and the world as it is perceived it should be (values) stand side by side, their discrepancies constituting the environmental problem. If we externalize this structure by putting it on the paper, facts and values continue to stand side by side. As will be further explained in Section 3.6, facts and values have therefore no different 'ontological status'; they are both subjectivity objectified, at a single level. In Figure 3A and in all other Problem-in-Context pictures to come, facts, values and their discrepancies ('flashes') can be drawn in the same figure without difficulty. This cannot be achieved in Cartesian, non-noospheric models, that picture the world outside (physical and social spheres) as something objective while the inner world remains fully subjective, unexternalized.

Douglas and Wildavsky (1982), Galjart (1988) and many other social scientists express the noospheric character of environmental problems by saying they are "constructs". Douglas and Wildavsky stress the role of science and open societal discussion (cf. Habermas, 1981), in objectifying the perception of environmental problems. This repeats what has in Chapter 1 already been defined as the demarcation between daily life knowledge and science (any science: empirical, normative or hermeneutic). Whether speaking about physical things, social phenomena or ourselves, science is there to bring perceptions of facts, values and their discrepancies closer to what these facts and values really are, in other words, to objectify them, bringing them closer to the objects themselves. In order to visualize the role of science in Figure 3A, we may restate it in the following way. Being reflective, the noosphere contains a symbolic...
representation of the full three spheres. As far as this representation is common sense or implicit, fully subjective knowledge, we simply do not draw it in Figure 3A. When science or other open, objectifying discussion comes into play, we can say that this 'objectifying movement' spreads 'over' the facts and values of the three spheres, covering more and more parts of the spheres under a noospheric 'blanket of science', without scientific knowledge ever becoming itself 'objective'.

It is now easy to follow what happens in Figure 3A. Going from the top downward, we see how an environmental problem arises as a purely subjective 'tension flash' between facts and values in the noosphere. Sometimes, such a flash does not ignite a larger one on the collective-subjective level; it then dies out, scientifically justified or not, maybe to flare up later.

When the flash does not go away spontaneously, an objectifying process is set in motion: the problem becomes discussed and researched. Since there are three spheres for the objectifying blanket to spread into, it usually does so, although in countless variations of sequence and degree; the rest of this chapter goes deeper into many details. The essential thing to note here is that the process of objectifying is the same as putting the original, subjective problem flash into scientific contexts, that coincide with the three spheres. Emphasizing this, the term 'sphere' has been replaced by 'context' in the second picture of Figure 3A. Moreover, the term 'no-os' has been reduced to 'normative', making it more concrete. Values are indeed the most important noospheric context elements, playing a pivotal role in all environmental science research, but it should be kept in mind that cognitive paradigms, e.g. the holistic versus the reductionistic way of perceiving the world, are in fact also co-determining problem perceptions (De Groot, 1984b).

The second picture of Figure 3A shows the first two stages of the contextualizing process, problem analysis and problem explanation. The difference is that problem analysing stays relatively close to the original flash and problem explanation moves further into backgrounds. Typical analytical questions concern, inter alia,

- physical: sources, environmental transfers and impacts
- social: problem causers (actors), problem victims and degrees to which they are affected
- normative: ethical and economic assessments of how serious the problem actually is.

Typical explanatory questions, further probing into the three contexts, are:

- physical: the causes why nature cannot process or produce more than it does
- social: the reasons why actors act the problematic way they do
- normative: the grounds for upholding world views and values that have been used to define the problem.

---

* There are, of course, many degrees of scientific quality; some things in the scientific blankets may be first explorations, not much better than common sense. These gradations are not relevant for our present purpose, however.
Referring back to Vayda’s term, the movement we make here is that of progressive contextualization. The three types of explanatory questions may therefore also be called, as in De Groot and Stevers (1992), physical-scientific, social-scientific and normative contextualization. Contrary to Vayda we do not start with actions and actors, however, but one step 'higher', i.e., with the environmental problem (hence: problem-in-context). Activities and actors are met in one of the three contextualizing pathways. Thus, we contextualize not only along the social-science route, but also along the physical-science path and the normative path that leads to ethics and normative economy. With this, the framework becomes truly interdisciplinary. The pathways are indicated by the three arrows originating from the flash in the second picture of Figure 3A.

During the analysis and explanation, one meets all kinds of elements and processes that may be changed in order to alleviate the problem in question. For instance, toxicant transfer routes may be interrupted, victims may be resettled, the assimilatory capacity of the environment may be enhanced or levies may induce actors to change their ways. These, together with values discovered in the normative context, form the input of what has here been denoted by the umbrella term 'design', which ends in decision-making about the actions to undertake. In many ways, design is more typically noospheric than empirical research, because compliance to values, not compliance to facts, is the ultimate quality criterium (ref. Chapter 1). In the third picture of Figure 3A, 'design' is therefore drawn in the noosphere top. The arrows indicate the 'transfer' of options, facts and values identified in the analysis and explanation.

The bottom picture of Figure 3A denotes the implementation of designs, that is, their transfer from the noosphere to the social and physical spheres. The hatched areas indicate the addition of new structures to the physical or social spheres or the better management of existing ones. The full-blown Problem-in-Context picture, Figure 3J, has the same basic structure as Figure 3A.
3.3 An Applied Studies Example

In the preceding section, the problem-in-context principle has been explored at a very general level. This section arrives at the Problem-in-Context framework from the other end, building it up as a generalization of applied research into a very concrete and well-known problem type. I have chosen an applied study example because of easiness of explanation; the researchers are simply using existing theory and methods, not trying to test or to build new ones. The research example will be more or less hypothetical, in order not to get mixed up in too much real-world detail, which would add only to complexity, not to insight in the basic line of reasoning that we are after. A few references to real-world research are put in where some complexity or 'proof' is useful. Since all core terms will be formally defined in later sections, they need to be only loosely delineated here. Care has been taken, however, to explore the full epistemological scope of environmental science, i.e., to travel both the 'facts' and 'values' side of the the environmental problem, to go to some depth in the problem explanation and to go up to the design of solutions, enlivening the descriptions with small examples and wider views at selected spots. Going through this section is like a slow, step by step walk. Figure 3B shows the map of the problem-in-context landscape. The terms used in the figure will underneath be italicized when they are encountered in the description.

Facts and values make problem analysis

An environmental problem arises as a subjective 'problem flash' anywhere in the central block of Fig. 3B. If at the top of the block, the problem is formulated in terms of what is or may be happening to actual or expected victims. In the middle, the problem is put in terms of the environment going the wrong way, e.g., erosion processes going too fast or toxic concentrations being too high. At the bottom of the block, the problem is put in terms of activities, e.g., too high emissions or bad agricultural practices. Let's assume that the environment is the primary 'flash-point': somebody has created a stir that the water reservoir behind a dam may silt up in 15 or so years. In a way, the whole of Fig. 3B is created almost at this instance: people start discussing the interests that are at stake, the culprits who cause the siltation, the 'poverty trap' or 'rat race' the culprits are caught in so that they in fact have no alternatives, the solutions that should be applied without delay, etcetera; sociologists often call this the stage of political 'agenda-building' (Hisschemöller, 1986). The (applied) environmental science analysis that follows this stage is largely a scientific replay, counterplay or extension, in short a re-search of this first, everyday-level melody.
Figure 3B
An informal example of the Problem-in-Context structure
Dove (1986) describes an interesting case of agenda building concerning reservoir siltation. Government officials in Kalimantan (Indonesia), powerful enough to rule by decree what was on the agenda and what was not, had declared the silting-up of a certain reservoir to be an environmental problem, and with it the shifting agriculture (on the cogon grass and in the secondary forest) of the farmers in the watershed, who were allegedly causing the erosion. In reality, erosion was negligible and the 'environmental problem' served only to supply arguments to establish central government control over traditional local rights.

The 'scientific phase' of problem analysis usually starts with first checking some primary facts, e.g., carrying out a measurement of the river silt load in order to better estimate the silt-up period. Let us assume that in our case it is found that a rapid siltation indeed takes place, at a rate in which the reservoir will be silted up in 20 years. Let us assume also that this figure is still regarded as a problem, the reservoir obviously being unsustainable. It is then expressed that the '20-years'-fact clashes with a norm in the same terms of siltation period: obviously, it is held that the acceptable siltation period is longer than 20 years. In Fig. 3B, this is depicted as the two horizontal arrows at the 'siltation period' level, the discrepancy of which results in the tension-flash sign. If that discrepancy would not exist, there would be no environmental problem, only a series of environmental facts. As facts, erosion and siltation are outside of the normative realm of good or bad. Confronted with values, they may turn out to be good things in many times and places. Egypt, Holland and many other countries would not exist without them, after all. Concerning more local and shorter-term phenomena, Drijver and Marchand (1985) have shown, for instance, that people and nature in the African floodplains, and possibly even the national systems that surround them, are better off with floods than without them, hence, better off without reservoirs, - or with reservoirs silted up. In other words, since dams and reservoirs are usually opposed by environmental groups all over the world, shouldn't they all silt up as rapidly as possible?

This small deviation exemplifies that it is almost always necessary to find out whether the phenomenon that triggered the first 'problem-flash' is really part of a problem. Let us assume that in our case this 'reservoir siltation impact assessment' is undertaken before further searching for the siltation causes. Then, we move upward in Figure 3B, predicting impacts in terms of, for instance, less irrigation water availability, more floods, less electricity and maybe others, e.g., drinking water supply or water quality problems. These effects may then be further translated and rearranged in terms of impacts on health, economy and ecology, including their long-term aspect (sustainability); here, we enter the realm of what in this study are called the 'final variables'.

---

63 At the local level, this translated into attempts to establish government-controlled plantations (with no less erosion, but profits going to the officials), and to settle farmers in the open grasslands, visible, as in Foucault's (1975) panopticum, to the 'central eye'. As often occurs in this type of cases, the government plantation turned out to be mysteriously fireprone and many farmers quietly withdrew again behind the forest veil.
The final variables will be discussed in later sections of this chapter and we will therefore not go into them here. The essential point is, however, that these variables are characterized by a direct normative relevance: they are the variables in terms of which we can usually assess to whom, in what way and to what extent a problem really is a problem. In other words, they are the variables that usually need no further normative justification. Health standards and criteria to assess impacts on protected species are examples. The impact assessment ends, conceptually, if facts are predicted in terms of these norms. The facts-versus-values discrepancies thus established, the topflash in Figure 3B, are the 'higher', the real ones, compared to the earlier assessment in terms of silt-up period.

The 'final' values in terms of health, economy and ecology are not the only values that may acquire scientific status in our problem analysis, however. Using them as a starting point, other norms may be derived which lie closer to the 'source variables', moving downward along the right-hand side of Figure 3B. In our siltation case, it is difficult to imagine how a norm concerning the acceptable silt-up period may be derived with purely scientific reasoning from the final variables, so that some political input will probably be necessary. Hence the dotted line at that step in Figure 3B. Once the acceptable silt-up time has been established, however, the next steps downward are easy. The maximum allowable silt load is derived from the allowable silt-up period and the reservoir volume, and the maximum allowable erosion rate by taking also the watershed area into account. Using the Universal Soil Loss Equation or some other model (Morgan, 1979) we may then derive a wide array of spatially differentiated land use norms which are here, keeping things simple, here collapsed into one: the minimum allowable vegetation cover. This is all standard procedure in land use planning; the tiniest-scale example I know of is reported in Ortolano (1984, p. 246):

"For any particular picnic site, the percentage of ground cover consistent with the maximum allowable erosion rate was calculated". Note, however, that a large-scale land suitability map, if its legenda lays down the imperatives of what should be the case from place to place ('for perennial crops only'; 'to be kept under forest') are conceptually the same thing, i.e., a set of norms, not of (actual and predicted) facts. In other words, we are still at the right-hand, values-side of Figure 3B. More will be said about norms-design and norms-derivation in Section 3.5.

Figure 3B shows a chain of seven flashes of discrepancy between values and facts, e.g., allowable river silt load versus factual (present or predicted) river silt load, allowable erosion rate versus factual erosion rate, minimum vegetation cover versus factual vegetation cover, etcetera. Going down these steps, we move from a problem formulation in terms of impacts and victims to a problem formulation in terms of 'sources', activities and carrying capacities, as we will see below.

Staying at the right-hand, values side of the figure, we can translate the minimum allowable ground cover to a maximum allowable intensity of human activity. In order to do so, we need knowledge about how the human activities in the case study area affect ground cover. In our tiniest-scale example, this concerns the impact of picnicing
on picnic site cover, through which the maximum allowable picnicing intensity can be derived, in 'picnic-days per season' or something like that.

Taken up in the figure is another example of a conceptually equivalent thing, the minimum allowable rotation time of a given type of shifting cultivation. An example of yet another conceptually equivalent thing is Diersing et al.'s (1983) "Users guide for estimating allowable use of tracked vehicles on nonwooded military training lands", in which the maximum allowable number of M60-days per year are derived from a "maximum limit of satisfactory erosion control", physical properties of "ecological response units", and tank impacts on vegetation.

A term encompassing all these minimum and maximum allowable intensities is activity carrying capacity. We have seen from the examples how important it is to keep the activity specified, as well as the 'higher' norm from which the carrying capacity is derived. Moreover, carrying capacity is dependent on the 'ecological unit' it is specified for. Section 3.9 will go deeper into this matter. Here, it is only essential to note that a carrying capacity is here not a 'physical science thing', a fact, but a norm (in the derivation of which usually a lot of physical science has been applied).

Activities may always be broken down into the (multiplication of) the activity per actor and the number of actors. This holds on a world-wide scale, e.g., when it is discussed if the core of the environmental problem lies in technology (= how much environment is 'used' per person) or population. It also applies to our small-scale examples. The number of M60-days per year is the multiplication of the number of M60s and the number of days a tank spends in the field per year. Hence, the 'allowable number of soldiers in training' on a specific training site depends on the norms the allowable 'M60 days' were derived from, plus an assumption concerning how many soldiers go per tank. The same line of reasoning holds for the maximum allowable number of people which may enter the park for their picnics, etcetera. Thus, we meet the concept of human carrying capacity in its small-scale, conceptually accessible appearance. Obviously, these little calculations may be blown up into conceptually difficult, technically complicated and politically sensitive human carrying capacity assessments for large regions; we will briefly touch upon these in Section 3.9.

In Figure 3B, the human carrying capacity is drawn inside brackets, because it is often not really relevant or possible to assess it; we may also go down directly to what has been called the primarily capacity-determining factors. In our examples, these are, for instance, the levels of biologically available nutrients and water in the soil, which determine the rate of regrowth of vegetation after being taken away by picnickers, shifting cultivators or tanks. These in their turn are dependent on more basic ecological structures and processes, such as the phosphate content of the mother rock, the number of deep roots bringing nutrients up, and the amount of rainfall washing nutrients down. This has been called the ecological basis in Figure 3B.

We may note at this point that the value-component has now disappeared from the picture. The 'factors' and 'basis' are just facts, not anymore something 'allowable' or 'acceptable'. The downward line of normation has been put to a halt here. Figure 3B shows this by the reversed directions of the arrows. Conceptually, we could continue on the line of norm-derivation, and calculate an 'acceptable rainfall' or an 'allowable
mother rock'. This may make sense in some cases, but in the present cases it does not. The arrows change direction, therefore, for practical, not principal reasons.

Rounding off this first exploration of the 'values-side' of the conceptual framework, a few remarks remain to be made. First, we see small arrows with numbers attached originate from the conceptual elements; they denote the 'options for solutions' which will be treated later in this section. Secondly, the bottom area on the right hand side has been called 'physical causes' of the environmental problem. The dotted line around it denotes that it is largely an arbitrary matter where the problem proper is supposed to end and its causes to begin. The boundary area as indicated here lies around the activities and the related carrying capacities; this follows current practice, in which the wrong things that people do (= activities) are usually included in the problem formulation, but the reasons why they do so, or why nature responds the way it does (= ecological factors and basis) are usually called backgrounds, or causes.

We may now cross over again to the left-hand, facts-side of Figure 3B, starting with the river silt load measurement where we left off before. Going conceptually up the causal stream (and also physically upstream, in this siltation problem), we can measure, repeating the where-does-that-come-from question at each step, the factual erosion rate of the watershed and the factual vegetation cover. The vegetation cover is of course not the only factor behind the erosion; slopes, soils and climate are others. The vegetation cover is concentrated upon if it is judged to have the greatest explanatory power for the siltation problem, or may be the easiest to change in order to solve it. If this is not the case, the progressive contextualization takes another course or branches off in two directions, e.g., one focusing an vegetation cover and one on slopes and terraces.

Social causes

Causally behind the vegetation cover one finds the land use practice, e.g., as in Figure 3B, the rotation period of the shifting cultivation. Analogous to the values-side of the picture, we may split the activity into the number of actors multiplied by the intensity of activity per actor. Since the whole of Chapter 5 will be devoted to the social causes analysis that starts with the activities and actors, the explanation may be kept very simple here.

Actors are the social entities (individual farmers, logging corporations etc.) who make the environmentally relevant decisions. Finding out who the actors are and how they are arranged is often not easy. The tank crews of Diersing et al., for instance, seem to act a lot, but the environmentally relevant decision-makers are obviously somewhere else. In many other instances, there exists a complex pattern of actors-behind-actors and actors-against-actors, as further explored in Section 3.7. The picnicking families, on the other hand, may be easily understood as a single actor category in its decision-relevant context.
Whatever the case, all decisions by all actors are dependent on two major factors: the options the actors may choose between and the motivations they have for these options. Behind these lie the benefits and appropriateness that the actors perceive the options to have, the technology that actors command and more of such factors, which are in their turn connected to the culture and structure actors are part of, jointly called social basis in figure 3B.

Substantiating this somewhat within the bounds of our siltation case, we may point at the following self-explanatory relations. Through the motivation component, security of land rights is often of crucial importance for land and water conservation, especially in the Third World (Chambers, 1987). Also through the motivation component, government tax policies, subsidies and price policies influence land use decisions; Repetto and Gillis (1988) show that these incentives often encourage land degradation. Again through the motivation component, the fact that soil erosion may result in a significant productively decline only after hundreds of years (Biot, 1989) demotivates farmer for soil protection and brings them in conflict with downstream interests such as, in our case, irrigation. Through the options component, a decline of local autonomy decreases the range of alternatives that farmers have; research and extention may increase that range, and so on. Following the principle of progressive contextualization that we have adhered to from the very first 'problem flash', it is not necessary to delineate and study 'the social system' first before we may discover, explore or even quantify these social causes linkages. Going step by step from the silting-up reservoir up to Diersing et al.'s M60 lands and up in the military hierarchy, for instance, we may directly identify the environmental relevance of declining political motivations for M60s, caused by a persistent lack of a national enemy. Hence, we do not need to make a model of the world before we may identify an environmental relevance of what happens in Moscow.

**Options and the design of solutions**

By now, we are coming close to the boundary between analytical/explanatory research and 'designing research', that is, the formulation of possible solutions. As may be seen in Figure 3B, this boundary is crossed by three types of noospheric things: facts, values and options. The first two have been discovered in the analysis and explanation; they only need to be summarized and rearranged to properly feed and guide the design.

Identifying the options for solution is the final step in the analysis and explanation. Other terms for 'options' are: 'potential plan elements' and 'building blocks for solutions'. These terms stress that the options are not the designs (of plans, actions, projects, solutions) themselves. Designs are combinations of selected options.

---

64 In fully integrated research (Section 3.5), the borderline between explanation and design is crossed without interruption. De Jong (1988) writes for instance: "The inventory of potentials [= options] is already the beginning of image-building [= design]".
on a higher system level than the options themselves. Thus, the fact that a full-fledged
designing research follows the analysis and explanation makes researchers free to
identify all options (social, technical, financial, spatial or whatever) which could
contribute to solutions in whatever way, without bothering whether they may be only
partial, or depending on other options, or maybe too advanced, etcetera. At the same
time, it is important that we identify them all; missed now means lost for the design.

The basic method for identification is simply to follow again the whole path of
analysis and explanation and ask a different question than before, namely, not the
where-does-this-come-from question of explanation, nor the where-will-this-lead-to
question of prediction, nor the what-may-be-derived question of norms derivation, but:
what may be changed here in a way that may contribute to a solution? The two "may-
s" in this formulation emphasise the mix of analytic rigour and creativiness that is
essential for this research phase; it marks the penetration of the 'design attitudes' into
the analytical sphere. In Figure 3B, some of the options-generating places have been
numbered. They are the places where examples are taken from below.

(1) May the allowable river silt load be increased (without of course relaxing the
silt-up period norm)? Dredging may serve this purpose. It may be too expensive and
it is certainly the shallowest form of symptom abatement, but as an option amongst
the others, it may be noted down anyway. At this point, the hypothetical researches
of our case study may also remember protests against the dam and reservoir at the
time it was constructed, concerning the drying out of a downstream floodplain and
proposing a yearly freshet from the reservoir, to at least partially save the floodplain's
natural values (e.g., De Groot and Marchand, 1982). Could a freshet be arranged so
that it also carries away a lot of silt? A 'self-flushing' reservoir? Maybe. It is noted
down too.

The discovery of the 'self-flushing option', whatever it may turn out to be worth
later, exemplifies the mixed rigorous/creative research attitude of this phase; there
exist, as it were, 'hidden options' which are not found when too tightly analytically-
minded. The example also illustrates that the design phase usually triggers off new
analytical questions. In this example, for instance, the feasibility of the option may be
determined by the technical lay-out of the dam, the flush-ability of the silt and so on,-
issues that probably have not been researched in the first analytical round.

(2), (3), (4) Going down the ladder, one identifies a silt trap as another symptom-
abatement option and then, going deeper, possible changes in land use. Terrasses,
bunds, windbreaks, contour ploughing, concentrating land use on the valley floor and
suchlike measures are identified as options to accept a lower minimum vegetation
cover without having to relax the acceptable erosion rate norm. Planted fallow is a
means to increase the acceptable rotation period without slackening the vegetation
cover norm, etcetera. The same game can of course be played with the tanks and the
picnic sites.

(5) It may seem strange to think about options that may be generated from the
physical 'factors' and 'basis', the very place where we stopped the norms derivation
process because we regarded the ecological basis as given. In practice, this is always
a subtle and temporary choice, however. Diersing et al. (1988), for instance, regard
the recovery period of the grassland vegetation after being tracked as given. Shifting cultivators, however, may seed or plant their fallow as a part of their farming system, reducing the recovery time. So could tanks, possibly, reseeding as they go.

There is another reason to pay attention to the physical basis of environmental problems not only for their explanation, but also during the search for options, because it gives us an insight in what are the most critical factors and vulnerable ecosystem components. With this in hand, we may look around for a less vulnerable ecosystem type, and sometimes shift the problematic activities over there. What we do then is seek a 'no-problem site', or the 'least-problem site' for a given land use type (picnicking, shifting cultivation, industrial development, dwelling or whatever). A map of 'least-problem sites' for a given activity obviously being conceptually equivalent to a suitability map of that activity, a wide field of linkages opens up at this point between the Problem-in-Context framework and physical planning (e.g., Ortolano, 1984).

Turning back to Figure 3B, we may note that options for solutions have up till now been generated by posing 'generating questions' on the right-hand, values side of the figure. This has in fact been arbitrary. Going horizontally across to the facts-side of the environmental problem, the same options would have been found by posing the proper questions there. The same silt trap, for instance, is found by asking: is there a way to decrease the reservoir silt-inflow without changing the river silt load? The right-hand side of the figure has been chosen because it shows easier that the line of reasoning extends down into the physical 'factors' and 'basis'. There is also a more substantive reason for keeping to the right, as I will show presently.

As explained in the preceding section, noosphere is where people see, discuss and decide upon the environment and themselves. That people see themselves implies that the noosphere is 'recursive', endlessly folded inside itself: people also see, discuss and decide upon how they see, discuss and decide upon environment and people, among whom themselves, and so on. Up till now, our hypothetical problem siltation researchers have made for themselves a picture of environment, values, actors and options. But what will they find when they ask the actors about their reasons for doing what they do? Inside the actors' heads, the researchers will find another picture, 'folded in', of environment, values, actors and options. The full implications of this will be explored later. Here, going easy on a common sense level, the discussion will be restricted to the options-component of the matter only, being directly relevant for the silting-up case.

65 Taken as a whole, the procedure of norms derivation from the final variables down to carrying capacities has much in common with the procedures of land use planning and land evaluation (e.g., FAO, 1989; Araño, 1990, Tosi, 1987). A major difference is that land evaluation, because of its less problem-oriented character (brought about by its system studies origins), is less explicit, less flexible and much later with its values input, so that large amounts of data have to be inventoried and integrated, the systems way, before it may be clear what actually is the problem. In practice too, the values and the analysis are invariable those of outside agencies; Problem-in-Context analysis is flexible, able to also take up the value perspectives and knowledge of the land users themselves.
Let us call the options that the researchers have identified up till now the *etic* options, meaning, the options as they have arisen from the knowledge of the researchers and the values they adhere to. (The term etic will be formally explained in Section 3.7, as will be its counterpart, *emic*). We also note that the options identified up till now are *technical* in the broad sense of the word, as opposed to the social options that will be the subject shortly. Therefore, they have been summarized as the 'technical etic options' in the bundle of rising arrows at the far right-hand side of Figure 3B.

Now, crossing over to the 'options', 'motivations' and 'social basis' in the other corner of the figure, we find actors with options, a part of which may also be technical options for solutions, only the emic ones, that is, inside the actors' heads. A well-known example from our case study field of soil management is described in Chapter 6; instead of the earth bunds proposed by researchers, Burkina Faso farmers referred back to an old practice and proposed to make bunds of loose stones, that are easier to make, less maintenance-intensive and equally well-working. Experiences like this have led to the well-known slogan "Combine people's knowledge with scientific knowledge" which may here be read as: take up (as separate units or fused) both emic and etic options in the designing research.

Four options-arrows, numbered 6 to 9, originate from the 'social causes' block. The number of four has been arrived at by simply combining the distinction between options and motivations and between 'direct' and 'indirect', meaning, respectively, close to the actors themselves or farther away in social structure and culture. Thus, the options are:

(6) Direct options for influencing actors' motivations: change cognitive and evaluative knowledge of actors, e.g., by extension; help actors organise themselves in a way that may transcend their tragedy of the commons; establish long-term land tenure.

(7) Indirect options for influencing of actors' motivations: change prices, incentives, charges; spread a stewardship attitude, etc.

(8) Direct options for influencing the range of options that actors have: start on-farm trials and extension of appropriate farming systems; increase local autonomy so that actors can implement the good options they are motivated for, etc.

(9) Indirect options for influencing the range of options that actors have: design new options (ranging from M60 reseeding appliances to new land use systems); close off bad options by national regulation or regional zoning, etc.

Most of these options are *social* options; all have an etic variant (the options as they appear the most rational in the eyes of the researchers) and their emic counterparts (the actors' own proposals).

In Figure 3B, the collection of options travels upward, feeding into the next research phase, the design of solutions for the reservoir silt-up problem. As the figure shows, the design is also fed by the facts about social and environmental structures and processes that have been found in the analysis, as well as the values identified there.

Design is, essentially, the combination of options to form the higher system level of one or more proposed solutions (policies, plans, projects etc.). As an example, we
may turn to the case described by Mishra and Sarin (1987) and Chopra and Kadekodi (1991). The Indian city of Chandigarh, seeing the storage capacity of its reservoir decreased by 60% between 1958 and 1974, hired researchers to investigate the watershed and come up with solutions. The researchers found places where the hills were so heavily overgrazed that only 5 per cent of the slopes had any vegetative cover. Two small dams were built there, one to measure the erosion rate and one to measure the effect of gully treatment and planting. The nearby villagers showed keen interest in the water collected by these dams, which could be used for irrigation. This triggered the researchers to cross their disciplinary boundaries and extend their analysis into the 'social causes' block of Figure 3B. Implicitly, they thereby also dropped their restricted view on possible options, which had been largely confined to top-down, technical measures, like fencing off and planting the most rapidly eroding slopes.

A long and intensive design process ensued, pivoting around the basic idea that the researchers would assist in establishing more dams and the villagers would take the responsibility to protect the slopes, by selling their goats and stabling their cattle. This design was not made on the drawing table, but the 'participatory way', together with the local people, working through trial and error with both the technical and social options. The final result was a complex but balanced mix of technical elements (irrigation, new crops, commercial grasses for rope-making, fodder grasses, trees and fish) and social elements pertaining to water rights, equity between castes and organisations to manage the many collective aspects of the system, one of which is to subdue the free rider ('tragedy of the commons') problem. Through this 'social fencing' approach, as Mishra and Sarin call it, the sediment flow into the city reservoir has now fallen dramatically, the slopes produce economically valuable grasses, crop yields have quadrupled and the approach has been applied successfully in other Indian states. In the U.S., the 'Stewardship Program' for coordinated rangeland management (Cleary, 1988) shares many characteristics with the 'social fencing' approach; here also, a wide range of social and technical options and issues are dealt with at the local level, bringing together private interests of ranching, timber industry and conservation and public interests of county, state and federal level in a process of creative reconciliation. The Annex of Chapter 6 gives an African example of resource management along the same lines: a social strategy of 'shared design', flexibly applying a wide variety of social and technical options. Section 3.11 will explore some more formal techniques for designing research. Here, with the eye on rounding off the treatment of Figure 3B, only a few terms concerning the internal structure of designing research need to be mentioned.

As has already been said in Chapter 1, the final test concerning the quality of a design is not that the design should be true; a bad design is as true as a good one. Good or bad is what counts, i.e., not the conformity to facts (truth) but the compliance to values. These values are the same as those identified in the analysis of the problem situation. In Figure 3B, these values are considered to be summarized into a 'TOR', a Terms of Reference for the design. Such TORs exist by that name in many design processes (in complex design cases growing into the size of a whole book). In other design processes, they remain more implicit or are discovered during the design
process. In any case, the whole design process is values-driven and values-steered, as indicated in Figure 3B by the arrows emanating from the TOR.

The other three terms in the 'Design'-block in Figure 3B roughly denote often occurring research stages. The evaluation is called final evaluation because interim evaluations also guide the draft and final design stages. The evaluations found in environmental impact statements are an example of final evaluations; the interim evaluations, though in fact more important because they guide what becomes presented as the final design, are usually more hidden. It shows that the umbrella term 'Design' is in fact a pars pro toto name for a process in which designing steps are interwoven with evaluations; I have chosen the term because one of the final designs is what finally survives after the whole process and the decision-making that follows it.

One may have noticed that the term 'design' has also cropped up in the description of the options. This has not been a mistake. In fact, all options that become integrated to form the higher system level of a design are in themselves designs, made out of options on a next lower system level. In our examples, the reseeding appliance, the 'flushing freshet', the land use practices and the organisation to subdue the free rider problem have been cases in point. Environmental technology is of course an important supplier of 'designed options' for environmental science design; the social sciences contribute many options too, however, studying, for instance, types of regulation, types of tax incentives, types of organisations for collective action, and so on.

One final observation concerns Figure 3B as a whole. As you may have noticed, we have gone through the problem-oriented triad of analysis, explanation and design in three slow steps. In practice, this seldom happens. Jones (1970) refers to this under the heading of 'linear' and 'cyclical' research approaches. 'Linear' means that the whole analysis is gone through first before the design is undertaken. 'Cyclical' denotes that only a very preliminary, common sense analysis and explanation is made first, on the basis of which some draft designs are made, that in their turn steer a deeper, second-round research, through which the designs are improved, and so on. Jones associates the linear approach with research effectiveness and the cyclical approach with research efficiency. This is justified in the sense that if the whole analysis is completed before the design phase is started, no options can be missed and the design is therefore fully effective; at the same time, the research would be inefficient, because certainly much too many data will later turn out to have been gathered. In practice, no applied study with a design ('problem-solving') objective ever carries out its complete analysis first, simply because it is impossible to know what you need to know without an idea of the range of possible solutions. 'Too cyclical analysis', on the other hand, easily leads to designs based upon a superficial, prejudiced conception of what is at stake in a problem situation.66

---

66 In practice, countless variations of the cyclical nature that ensues may be feasible, depending on the research content and the research context. The following sequence may serve as a baseline arrangement.
It is in the art of applied studies to find the proper route of cyclicality\(^6\). As shown by the 'social fencing' example, a first-round analysis can generally be allowed to be relatively common-sense and qualitative in character, but should certainly explore the whole problem situation depicted in Figure 3B, rather than 'going scientific' on analytical issues that are relevant for a restricted set of options only, or inspired by what models happen to lie close at hand (ref. Section 3.11). In other words, the way to reach interdisciplinary comprehensiveness at a sophisticated level is to start out with interdisciplinary comprehensiveness at a common-sense level, not to start out with bits and pieces of monodisciplinary sophistication.

1. Exploratory analysis and explanation. Getting grip on the whole problem situation, including 'far' backgrounds and exotic types of options, is crucial at this stage. Truth content, implementability and quantification should as yet be de-emphasized.
2. Exploratory designs. They focus on basic directions that seem feasible.
3. Main analysis and explanation. This second round may be narrower in scope (led by the exploratory designs) and more critical.
4. Draft designs, mixed with preliminary evaluations.
5. Identification of the key elements in the analytical basis and modelling these on state-of-the-art level.
6. Final designs and formal evaluations.
7. Summaries and presentations for public discussion and decision-making.

\(^6\) Environmental scientists should be aware that the inefficiencies of linearity and cyclicality can easily serve purposes to postpone policy action by means of research. One way to postpone policy action is to ask for research that should investigate 'everything', linearly, on a high level of sophistication; this is of course never finished. The other way is by commissioning a very partial analysis, focused on a restricted set of options and a narrow, biased value set. The resulting designs are then, of course, burned down in public discussions, so that new research may be commissioned, again partial, again to be heavily criticized, and so on. This is often the cheapest way for a government under public pressure to do nothing.
3.4 Range Of Application Of The Problem-In-Context Framework

In the previous section, Problem-in-Context has been illustrated from the soil and water conservation field. In Section 3.2, we have seen how the framework lies embedded in a very general image of science. This supplies a basic trust that the framework will be applicable in a wide range of circumstances and research types. In this section, it will first be tried to specify somewhat further what this range of applicability is. After that, we will go on a more active search for areas of inapplicability, trying to delineate its domain.

Applicabilities: all problems, complexities and modes of research

The example of the previous section of course does not prove that Problem-in-Context is the basic structure of all environmental problems; neither can I here spend the rest of the study applying the framework on all environmental problems imaginable. By way of example, however, Figure 3C gives an impression of the acid rain problem, drawn the Problem-in-Context way. We see there the same 'final variables' of ecology, economy and health, the same structure of effects chain and norms chain, and so on. Some differences appear as well; they are details that have been suppressed in the previous example.

Acid rain and reservoir siltation are problems of intermediate complexity. Obviously, an analysis of the domestic waste problems of a village will require less data, and the global warming problem, with its immensely complex effect chains and many actors locked up in all kinds of contradictory relationships, will require much more. The basic structure of analysis, explanation and design, however, I hold to remain the same. One argument is the general and in fact common-sense character of the structure; another is simply the number of times I have tried it out in research and discussions. With respect to the explanatory (action-in-context) part of it, Chapter 5 gives some more examples. In the examples up till now, complexity has been suppressed in order to elucidate the basic issues. In real-world applications more complexity will usually be present. Below, I enumerate some of them.

Chains complexity. In many cases, the step from one variable to another in the effects or norms chain is not the application of a simple close-effect relationship, but of a complex model with many variables and feedbacks. An eutrophication model, for instance, may have phosphate loading as input, but the rest of the variables may all be interwoven in feedback chains. This does not complicate matters conceptually, however. If the policy objectives and other value inputs have been properly analyzed before applying the model (as they should always be in problem-oriented work), one knows which variables to 'lift out' of the model and treat as impact variables. For the recreation objective, for instance, the Secchi disc depth will usually be one of them.
The same variable holds predictive power for assessing the ecological values of the lake (e.g. rare fish species).

- **Boundary complexity.** The environmental impact assessments, the usual point of departure of the analysis is a proposed activity (say, the construction of a highway), without other restrictions. Then, the impacts fan out, upward in the problem-in-context picture, from the activity to all final variables at all relevant sites. In the other extreme, one may take a point of departure at the upper end of the picture, e.g., the reasons why the natural value of a certain piece of forest are declining. In such a case, one identifies, fanning out downward in the picture, all activities at all sites that contribute to the forest deterioration. In both cases, there is no (conceptual) boundary problem. Matters are different when one specifies two points where the analysis should be 'tied', e.g., when asking what vehicle use (an activity) contributes to forest deterioration (an impact). Then, effects and norms begin to weave in and out of the problem-in-context picture, as shown in the acidification example (Figure 3C) and as will be treated more fully in Section 3.9. By and large, these difficulties are practical and must be kept in check by good conceptual bookkeeping (or adapting the research question).

- **Activity complexity.** Often, an activity will not be a singular action (say, cutting a forest), but a complex system of interrated actions (say, a public transport system or a farming system). Assessing impacts or carrying capacities then requires the activity to be analytically decomposed into impact-relevant components. In other cases, an activity (say, private car use) requires decomposition not at the impacts side but at the explanatory side, because some sub-activities are caused by actors or types of motivations different from those of others. Sections 3.8 and 3.9 and Chapter 5 will go further into these matters, which are again technical, not conceptual.

- **Actors complexity.** Many problems are caused not by a singular type of actors (say, picnicking families), but by many types of actors (citizens, farmers, banks, government agencies etc.), tied to each other in a complex causal pattern. The unravelling of such patterns is often a core activity for the design of solutions. In order to properly deal with it in the Problem-in-Context framework, a full section has been devoted to it in Chapter 5.

- **Normative complexity.** In many problem situations, it is fairly clear what values steer the analysis, designs and evaluations. Many others, however, are more multifaceted or require a more systematic normative input. Through its reflectiveness and 'final variable' concept, problem-in-context provides the way to do so. Most of Chapter 4 is devoted to normative groundedness and consistency. Parts of it focuses on the operationalization of the final variables; another section focuses on the 'functions of the environment', a concept expesially useful to structurize the steps between the environmental variables and the final variables. In some environmental problem situations, normative complexity will be less a technical matter than a requirement to find deeper and more general grounds; an example is the issue of distributive justice in the global warming problem. The concept here is normative contextualization, that runs from the problem-in-context framework to general and environmental ethics; the
Figure 3C
An informal example of the Problem-in-Context structure.
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framework itself therefore does not provide general guidance. Section 3.6 gives some examples, however, and Section 10.11 and Chapter 8 are examples in themselves.

In Section 3.7, we will go into what will be called the 'etic' and 'emic' research modes. Here, some other of such modes will be briefly mentioned, in order to indicate that the Problem-in-Context framework is applicable to all of them, thus preventing that it becomes unnecessarily associated with only one or a few research types.

- Theory and studies. A good framework should be able to guide both general, theoretical research and specific case studies ('pure' or 'applied'). If it does, everything a research group does becomes an expression, in many variations, of the same paradigmatic thing. This ensures a fluent intertrade between the theory and the studies level and this, in its turn, is the key condition for scientific progress. In the previous chapter, we have seen Problem-in-Context at work in the structuring of theory exchange and the design of curricula. In the previous section, we have seen the same at the level of a case study.

- Desk and field. Problem-in-context may be used to organize or re-organize large quantities of secondary data. It may also be used as a guide to gather new data in the field; Chapter 5 goes somewhat further into some practicalities of field methods.

- Quantifying and qualifying. Problem-in-context obviously can be used as a backbone for quantitative modelling; even social-scientific action-in-context results (Chapter 5) may be modelled if one would want to. At the same time, as Chapter 7 aims to explore, the framework may serve as the backbone for qualifying, more narrative research types.

- Rapid and slow. Rapid and exploratory research types require a framework that is all-encompassing, but in simple, basic terms. Slower, more detail-searching researches require a more detailed framework, without a decrease in scope. My Problem-in-Context representations aim to be flexible in this respect. The simplest formulation of the 'social causes' element, for instance is nothing less trivial than "Behind the activities lie social causes". Then, Figure 3J gives a 10-concepts, intermediate version. Finally, the 'actors field' and 'deeper analysis per actor' versions in Chapter 5 are 'social causes' blown up to the 30-concepts level; this is the version to write Ph.D dissertations and bore students to death with.

- 'Top-down' and bottom-up'. As has been explained already in Section 3.2, the concept of the normative observer leaves open whose values are be used to formulate the environmental problem and the ensuing analysis, explanations and designs. It may serve to elucidate this point by a few more examples than given in Section 3.2.
  - Using the general final variables which have roughly been called 'economy, ecology and health' up till now but which will be made much more explicit in Section 3.9 and Chapter 4, one adopts the values inherent in the mission of environmental science, roughly coinciding, as we will see, with the value upheld by environmental policy. These value sets comprise economic and cultural values, but emphasize the 'speaking' in the name of future generations and nature.
  - On the other extreme, the normative observer may be defined by simply adopting the objectives and views of one or another social agent. Very often, this is a
government agency that has commissioned an (applied) research. In other cases, the value perspectives of minority groups are adopted (e.g., poor female farmers or the private car lobby). The latter case of often called 'advocacy planning'.

- In yet other cases, more freely formulated value perspectives define the normative observer. One example are the personal or radical perspectives that may be used to formulate counterbalancing problem analyses or explorative, 'pure' designs. In practice, the value sets that generate problem analyses are often mixed. Two well-known examples are:

  - Mixtures of the general final variables and a government agency's. This may be chosen when a government agency wants to express its embeddedness in general environmental policies from the very beginning of the research, or strategically pre-empt arguments of hostile agencies (Van der Voet, 1991). Another cause of such mixtures is that environmental scientists may refuse (often implicitly, of course) to give up the value perspective of their mission.

  - Mixtures of general final variables and those of target groups. A well-known example here are the 'partnership' approaches used in many rural problem and planning situations. If the environmental scientists would simply adopt the farmers' point of view, their research would crumble (substantively) to problem-oriented agricultural research; if environmental scientists do not express the voice of future generations and nature, in practice no-one will do it.

In contacts with farmers or policy makers, one should of course not ask them to supply a "norms derivation" with respect to a certain "final variable" or identify a "tertiary actor" with respect to a certain "activity component". In countless appropriate terms and variations, however, it is my contention that the Problem-in-Context framework is applicable to all research modes described here.

Inapplicabilities: no problem, no rationality

I have been able to identify only two real, deep sources of inapplicability of the Problem-in-Context framework. Both are almost trivially logical, and both lie in the research context rather than the characteristics of the problem it tackles.

The first is that a Problem-in-Context framework fails when there is no societal problem in the concrete, common-sense meaning of the term. By way of illustration, we may take a look at the applied work of an architect. If somebody employs an architect to have a new house designed, he usually does not say he has "a problem" that should be neutralized (solved), but something positive, a potential that should be realized; the point of departure is not a problem but an opportunity, the existence of, say, a free budget and a building plot.

Obviously, the problem-driven environmental scientist and the opportunity-driven architect have much in common. Note, for instance, that also the architect works on the basis of a discrepancy between what the world is (facts) and what it should be or become (values). Through that, they share the phenomena of options, design, evaluation and so on. The big difference lies in the analysis and explanation parts
('problem' and 'causes' in the Figures 3B and 3C). The architect simply has no problem to be interested in; who cares about why actors once made the building site the way it is now, or what may be the building plot's carrying capacity for the activities that currently take place there, which may be that a few stray cats use it as their hunting grounds? As a result, the options that the architect uses in his design come from a different source than the analysis and explanation of a problem. This source is invisible in the problem-in-context framework as it has been developed until now. Obviously, the framework is not optimally adequate for the full range of situations the normative sciences deal with (ref. Section 1.3).

Should this have a consequence for environmental science? Should the Problem-in-Context framework, in fact the whole problem-focused paradigm of environmental science, be broadened to the extent that environmental scientists could also become 'environmental architects' able to design environmental improvement also where there is no substantial environmental problem? There is a good argument that it should not, namely, that there will be quite sufficient straightforward environmental problems with us for a long time. Why then bother about opportunity-driven instead of problem-driven analysis and design? Matters are not quite so simple, however. In practice, many environmental problem situations enclose opportunity elements or, to say it less abstract, environmental science researchers, on their way of analyzing and explaining their environmental problem, will encounter options that may not only contribute to mitigating or neutralizing their problem, but also to 'over-solving' it (e.g., restoring environmental qualities that were once lost) or 'co-solve' other than environmental problems. Closing one's eyes to those opportunities is an unwarranted extreme of the problem-orientation (a problem-fixation, one could say). By way of example, we may bring to mind the 'social fencing' example of the preceding section. There, it was a strength of the approach that the researchers had open eyes and ears for options that were in themselves not directly contributing to lowering the erosion rates, but enabled the design of a package that was good rural development work and solved the reservoir siltation problem.

In other cases, there exists a clearly environment-related problem situation, but no environmental problem in the strict Problem-in-Context terms. For instance, in the Mahaweli Ganga region of Sri Lanka, people traditionally had a 'home garden' around their houses, supplying a wide variety of food and non-food commodities to the family. The home gardens were bulldozed-over by the huge-scale Mahaweli Ganga irrigation project, that that has by now ended up as a failure (Siriwardena, 1991). There is quite a scope in this region for a restoration of a diversified village environment, especially because the necessary motivation and knowledge are still present in the local communities. Participatory research to investigate this would be someway in-between the problem-driven and opportunity-driven types, because it is primarily the combination of a social problem and an environmental opportunity that appeals here. An other type of 'mixed situation' occurs for instance in the Philippines, where the "idle grasslands", as people call them (Maus and Schieferli, 1987), are on the one hand a component in a regular environmental problem complex of deforestation, and
on the other hand appealing because they are "idle", under-utilized by absentee landlords.

Opportunity-driven environmental design is clearly more at the heart of landscape architecture, 'nature development' designs, city design, agroforestry and other 'designing disciplines' within the normative sciences family than it is of environmental science. On the other hand, the above examples show that environmental science should at least be able to deal with mixed situations. Therefore, the problem-in-context framework should at least be formally open to non-problem, 'opportunity' inputs.

This openness could be achieved by adding a whole new dimension to the problem-in-concept framework, showing it to be the 'problems-extreme' of a series of frameworks that ends with the 'opportunities-extreme' of the environmental architect. The weight of such a conceptual construct would relate poorly to its usefulness, however, it seems. The solution I have chosen is to create openness by building-in a few 'doors' in the problem-in-context framework through which opportunities may enter, out of a conceptual universe I leave unspecified. Thus I have assumed that the opportunities-element in the situation the environmental scientist normally works in will be relatively simple compared to the environmental problem core, so that common sense or consultations of experts will give sufficient guidance, provided the opportunity element has been spotted in the researcher's conceptual framework. Concerning the cases where this is different, I assume that the environmental scientist will in practice work closely together with a city designer, irrigation engineer, landscape architect or suchlike whose options and whose approach to analysis and design he may learn from (reject, reconsider, discuss, adapt etc.). The price we pay, then, is that the environmental scientist is not scientifically equipped to be a stand-alone designer of environments in non-problem situations.

Thus, I have chosen to add only one element at a pivotal place in the formalized version of the Problem-in-Context framework (Section 3.9), namely, the addition of 'opportunity options' to the types of the options one may identify. These do not arise out of the systematic problem analysis or explanation, but out of 'nothing', that is, common sense, cooperation with other normative disciplines, examples from elsewhere or discussions with outsiders and target groups. Moreover, I have kept the description of designing research (Section 3.10) general enough to apply also to 'opportunity, non-problem situations'.

The Problem-in-Context framework has been said in Section 3.2 to be reflective, that is, to put on paper the act and the result of the reflection by the normative observer of what may be wrong in the world, where this wrongness comes from and what to do about it.

As we saw a few pages before, the openness as to who the normative observer is constitutes a major applicability asset. Analogously to the when-there-is-no-problem restriction to the framework's applicability, however, a reflective schedule crumbles with grim logic when there is no reflectiveness. Underneath, this will be explored further.
Normative science easily falls into the trap of what may be called naive rationalism: the assumption that actors will automatically adopt and implement the analyses and designs of researchers, because these analyses and designs have been based on a broad set of values and have applied the right models in the proper interdisciplinary way, and are therefore obviously 'better' than what the actors themselves could have achieved. To some extent, the Problem-in-Context framework facilitates researchers to avoid this trap, because it invites researchers to also explain the economic and political causes of the problem they work on, and conceptually enables researchers to respond to the actors' own values and views in participatory problem analysis and design. At bottom, however, the framework is inescapably rationalistic, for the simple reason that a logical, clear and unbiased structure is the very thing it tries to be. Science can study irrationality, but one cannot maintain to be scientific and be irrational at the same time.

Hence, although Problem-in-Context framework applications can range between big-science modelling and a discussion with village elders under a tree, the framework is applicable only insofar we and the other participants want to play the rationality game, trying to be explicit and systematic concerning both facts and values.

Naive rationalism may now be formulated as the belief that the often vague value statements that suffice for a problem analysis are automatically sufficient to build designs that satisfy the client group, and that the value statements that suffice for the designs are automatically sufficient to ensure their implementation. It is especially with respect to implementation that naive rationalism takes its toll, because implementation is in itself not a research activity and therefore easily drifts out of the researchers' cognitive field (Clay and Schaffer, 1984, p. 143). Consequently, the blame for non-implementation is put on "obstacles to implementation", "lack of political will" or other forces outside the research (Blaikie, 1990); non-implementation becomes to be seen as irrational. As Blaikie points out, the world of implementation (of bureaucracies, field workers and other implementors) is a world with its own problems and logic. This still begs the question, however, how we should bring this world into the research. After all, environmental scientists can be problem analysists, problem explainers and solution designers, they still cannot be implementors.

There exist three ways out of this, that I have ordered with respect to their degree of being radical.

(1) The first way out is to leave things as they are conceptually, but simply try to be less naive substantively. By increasing the intensity of the participation of client groups in the designing research phase and by asking questions about implementation more persistently, more down-to-earth and realistic terms of reference for the design can be uncovered. The same effect can be achieved by enlarging the circle of participants, involving also the implementors themselves (e.g., lower-rank officials, the inspection agency, extension workers or farmers). All this will enable researchers to look further ahead than the self-contained beauty of their analyses and designs.

(2) A more radical approach can be formulated by means of Grindle (1980). It seems especially feasible when there are doubts concerning the depth and relevance of what participants can or want to tell us, also when their participation is intensified.
Participants may themselves be naively optimistic, or unwilling to reveal implementation failures, or refrain from having to confront nice, positive researchers with too 'dirty' real-world implementation practices. Then, the researchers should themselves study the "context of implementation" as Grindle calls it, in order to identify empirically the implementatory conditions for policy design. These conditions may then be added, implicitly or explicitly, to the design's terms of reference. We could even go one step further than Grindle suggests and try to make the rationality of implementation also co-determine the analysis and explanation.

(3) The third way to combat implementation failure has been indicated by Blaikie (1990) and other Third World-oriented authors before him. Essentially, it breaks through the idea that implementation is not a research activity, and extends the cyclicity of the application of the problem-in-context framework to incorporate also the implementation. Thus arises the flexible, learning-by-doing programmes that Chapter 6 will describe more fully, in which analysis, design, implementation, monitoring, re-analysis, re-design and so on become an ongoing process. Conditional for this approach is, of course, that the activities to be designed are not necessarily one big system (a dam, a space lab), but can be designed and managed as a set of largely independent elements and steps.

The learning-by-doing approach is only one that can really do away with implementation surprises, brought about by not fully knowing or not fully being able to incorporate the rationality of implementation. For many problem-in-context researchers, there will thus remain what may be called a hard-core non-rationality, hidden in the research context. For that reason, I have drawn a little cloud at the top of the problem-in-context Figure 3J, as a reminder that unexpected obstacles may jump up out of 'nowhere' after the design stage, and that applied studies should define some route to minimize that risk.68

68 Taking up an element of 'hard-core irrationality' in environmental science education seems a wise thing to do, because young people are probably especially prone to naively rationalistic analysis and design. It may be tried to simulate it in an applied-science exercise, for instance a policy design study. A few teachers could simulate the role of a client agency that partly plays the game of rationality with the students, but also a game of 'irrationality', e.g., rejecting draft designs without saying why, making a real-world decision that pre-empts the whole analysis, or pick a quarrel amongst each other so that planned research interactions with the group end up in complete confusion, and ask the students to find a responsive course.
3.5 Types Of Research In The Problem-In-Context Framework

Until now, the Problem-in-Context framework has been built up and illustrated with research examples that span the whole of environmental science, i.e., analysis, explanation and design, at the applied studies level. Many other studies have a more restricted scope, focusing on a specific area of the framework. In this section, these research types will be enumerated. They are visualized using the most simplified version of the Problem-in-Context framework, Figure 3D. Then, the level of middle-range theories is briefly touched upon.

Starting at the lower right-hand corner of Figure 3D, we meet research into the physical causes of environmental problems. Emphasizing its usual core output, environmental capacity research seems a proper name. In the other lower corner, social causes research goes into the environmentally relevant interactions, options and motivations of environmentally relevant actors and the backgrounds in structure and culture. In the next section, we will discover the amazing feat (at least, it was amazing to me) that this social causes research is in fact the problem-in-context version of research into a whole people-environment system hence including a physical environment. Both environmental capacity research and social causes research need, and nearly always indeed use in a greater or lesser degree, the rest of the problem-in-context framework in a contextual role. For the environmental capacity research, this context is a necessary one, since environmental capacity is a normative concept (Ref. Section 3.9). Focusing for relevance is the contextual role of the problem-in-context framework for social causes research. It serves, for instance, to identify the activities that are the most problematic from the environmental point of view; it may identify etic options that may be discussed with the actors; and etic environmental measurements (of erosion rates, water quality etc.) may help in the understanding of their emic ('environmental perception') counterparts (Schefold et al., 1989).

In Figure 3D, we now arrive at the at the environmental problem block. First, research types will be distinguished that concentrate on either the facts side or the values side of the environmental problem (left or right in the figure). Then, research types are discussed that deal with both facts and values but emphasize either the lower ('sources') or upper ('impacts') area of the problem analysis.

The research types that have values (norms, objectives, standards, criteria etc.) as their major output may be given the umbrella name of normation.
Figure 3D
Environmental Science Research Types

EA = Effects Analysis
N = Normation (design, analysis and derivation of norms)
SCR = Social Causes Research
ECR = Environmental Capacity Research
PA = Problem Analysis
PSA = Problem-Situation Analysis (analysis and explanation)
SNR = Shallow Normative Research (analysis and design)
FIR = Fully Integrated Research (analysis and explanation and design)
The most common line of reasoning in the normation field is to go 'downward', deriving norms in terms of emissions, capacities\(^\text{69}\) etc. from 'higher' norms in terms of victims and impacts (human health, sustainability of production for basic needs, protection of rare species etc.). This line of reasoning has already been touched upon in the previous sections; other example will be given in Section 3.9. Norms derivation could be their common name, following GESAMP (1986), that shows how environmental capacities for marine ecosystems may be derived from water quality standards.

There exists a 'reasoning upward' type of normation research too. Then, one takes a number of generally accepted 'lower' norms (e.g., emissions standards) as the point of departure and calculates what 'higher' norms (e.g., standards in terms of immisions or impacts on nature) are apparently held. This is especially relevant if the 'lower' norms concern different activities, environmental compartments etc. but are relevant for a single target organism or ecosystem. For instance, we may take the standards for the concentration of a certain substance in drinking water, food and air, and then calculate the uptakes in the human body that are apparently considered allowable for the three intake routes. More often than not, one will find these allowable uptakes to be different; for instance, food residues will show to be allowed to be more dangerous than drinking water concentrations. In order to find out whether this is inconsistent or not, we may move to a one-step higher norm, e.g., a principle that the cost-effectiveness of toxic substance reduction should be equal for drinking water, food and air. Even if the three cost-effectiveness figures would also show to be in fact different, still some degree of consistency may be found by moving another step upward, introducing, for instance, the unavoidability of exposure as a principle that should be allowed to influence norms. 'Reasoning upward' this way from a set of innocent-looking 'lower' norms will show to be a way of probing into one of the weakest and most secluded areas of environmental policy: its conceptual clarity, substantive consistency and integration. Norms-analysis may be the best name for this subtype of normation research.

Zweers (1986), discussing the tasks of philosophy in the environmental field, has identified two, more or less opposed roles for philosophical reasoning. One is the critical, analytical function of identifying hidden assumptions and inconsistencies of values that are held. Our norms-analysis is the environmental science-level (that is, less general) counterpart of this. Zweers' second type of philosophical contribution is what he calls philosophy's "synoptic" function, i.e., the articulation of world views that may express and clarify world views held in society. On its own less general level, environmental science has a counterpart here too. In Chapter 7, for instance, the general concept of health-of-nature is brought in contact with empirical ecology, in order to formulate a health-of-nature concept on a more operational level. Norms articulation seems the appropriate term for this subtype of normation research.

\(^{69}\) Strictly speaking, environmental capacity research also belongs to the normation research types. I have kept them apart because of the difference, in practice, between reasoning from the higher norms 'downward' and eventually reaching environmental capacity, and determining environmental capacity largely 'from below', out of the ecological basis.
On the left ('facts') side of the problem-block we find the type of research that studies effects, moving one way or another between activity-variables and the 'final variables' concerning impacts and victims. Often, this research has a directional character, either seeking what a certain activity will result in (the predictive direction) or where a certain impact comes from (the explanatory direction), or doing both for different parts of the chain, as has been the case in the reservoir silt-up example of Section 3.3. An other research type in this field is purely descriptive, i.e., environmental monitoring. The umbrella name of all these research types could be effects analysis.

Normation and effects analysis do not necessarily need support from the explanatory or designing parts of the framework. Diersing et al. (1988) show, for instance, that normation studies can be useful without knowing much about why the activities studied are in fact undertaken or what designs would be possible to rectify the problem. One phenomenon is quite worthy to note, however, namely, the necessity to have effects analysis guided by the other, values-side of the environmental problem. Effects usually branch off in many directions, growing into effect-trees rather than single chains. It seems almost trivial to say that choosing what effects to study at what level of detail should be guided by an assessment of their problem relevance, i.e., their opposition to norms. In too many applied studies (e.g. EIA), these choices are made on irrelevant grounds (ref. Section 3.11).

The need to have effects analysis guided by their values-counterparts points at a number of research types in which the facts and values that constitute an environmental problem are studied both, in a balance set by considerations of relevance. The proposed umbrella term of these research types is problem research.

The first subtype is plain problem analysis, that covers both the 'upper' facts/value oppositions close to the victims and the 'lower' ones close to the sources and actors. The reservoir silt-up and forest acidification cases have been examples.

The second subtype focuses on the 'upper' part of the environmental problem, i.e., the area of environmental and final variables. The general question is, therefore: does this given environmental variable, in its present or predicted state, signify an environmental problem in terms of health, sustainability or an other final variable? For instance, will present erosion rates in this given area cause an unacceptable decline of agricultural productivity on an unacceptable short term, or will they cause water quality problems downstream? Hence, is the present erosion rate unacceptable? Research of this type may be called impacts-oriented problem analysis.

The opposite of the impacts-oriented problem analysis may be called sources-oriented problem analysis. These studies focus on the relations between activities (land-use, emissions etc.) and environmental variables, again comprizing both facts and values (norms) in these terms. Swart et al. (1990), reporting on studies done for the Intergovernmental Panel on Climate Change, are an example. The article is confined to the relations between emissions and ambient CO2 concentrations, but contains both facts and norms. Two lines of reasoning are placed side by side. The one is what the authors call "normative, top-down", using CO2 concentration objec-
ivies as starting points and then calculating the maximum allowable CO2 emissions; in our terms this is called 'reasoning downward' in a norms derivation. The other line of reasoning goes "bottom-up", taking expected emission reductions as the point of departure and then calculating the resulting ambient CO2 concentrations. The CO2 problem, then, is formulated as the two-steps chain of discrepancies between the expected versus the allowable emissions, plus the expected versus the allowable ambient concentrations. It is interesting to note that the combination of allowable (values-side) and expected (facts-side) emissions and concentrations enables Swart et al. to discover that the CO2 problem is in fact a double problem; even when they use the emissions that may be expected when the CO2 problem is fully recognized and international agreements are adhered to, there still remains a large discrepancy with the allowable emissions. Ortolano (1984, p. 72 passim) distinguishes two lines of reasoning conceptually equivalent to those of Swart et al., when defining "emission standards based on ambient standards" and "technology-based emission standards". Not bringing these into relation with each other, however, Ortolano cannot conceptually identify Swart et al.'s double problem phenomenon.

Rounding off the analytical research types, Figure 3D distinguishes 'Problem Situation Analysis'. This term may be used to denote the combination of problem analysis and the two types of problem explanation (social and physical). This combination of analysis and explanation can be referred to with the single term 'analysis' by defining the term problem situation, as opposed to a problem, as: An environmental problem situation is an environmental problem plus its backgrounds (causes) in society and environment. Thus, analyzing an environmental problem plus explaining it is equivalent to analyzing an environmental problem situation.

Moving up the final step in the problem-in-context Figure 3D, we arrive at the 'design' block, consisting of design in the stricter sense and evaluation, of which EIA and cost-benefit analysis are well-known examples. Designing research will be treated in Section 3.11. As for evaluation, it may be noted that it is conceptually equal to repeated problem analysis70; the designed activity or plan is fed into some 'low' area of the problem block or causes block, effects are then predicted 'upward' and assessed against norms (standards, criteria etc.) at a higher level. The prediction process may stop as soon as a sufficiently grounded norm is encountered on the way upward. For instance, if there exists a set of politically and scientifically well-grounded norms concerning toxic substances concentrations in a soil, the effects prediction process may stop there and effects may evaluated against these norms. Otherwise, one has to continue the risk analysis, for instance predicting human toxic substances intake and assessing these against ADI norms.

In practice, designing research hardly ever occurs as a stand-alone research type, because there hardly ever exists an analytical basis sufficiently large to supply all knowledge needed during the design process; this is again the cyclicality phenomenon.

70 I have not drawn 'evaluation' as a feedback line in the problem-in-context picture in order to keep the natural research sequence properly visible.
Therefore, designing research is almost always a final part of a more integrated research type that includes also analytical elements. This defines the two other 'integrated research types' that stand besides problem situation analysis in Figure 3D and the summary in Box 3.1.

In Chapter 1 we have distinguished a type of research usually called "environmental planning and management", coinciding, roughly, with analysis and design, without problem explanation. Calling this type of research by its usual name here would suggest that environmental planning and management is logically in that position, or even that it should be. Therefore, I have opted for the radical but not pinning-down term of shallow normative research.

Research that does embrace all elements of Chapter 1’s triad (analysis / explanation / design) is fully integrated research. There are of course many intermediate positions, explaining an environmental problem relativily shallow but sufficiently deep, with Ellemers (1987) in mind, who states that 'too deep' explanations are inefficient, leading to general background variables that do not yield practicable options for solutions. Section 5.3 goes deeper into this matter.

We have now seen that some research types apply the problem-in-context framework as a whole, while others apply some of its parts, e.g., an analysis of social causes or a source-oriented derivation of norms. In the latter cases, the non-emphasized parts of the framework structure the search for contextual insight with a lower degree of detail and sophistication, providing guidance to identify relevant questions and parameters for the core research. Further narrowing the scope of the research core, we enter the realm of the environmental specialisms (single-element, single-relation or single-aspect), such as environmental chemistry, environmental biology and environmental law. For these, the Problem-in-Context framework is context only. Excluding the environmental specialist research, the research types identified now may be summarized as in Box 3.1.

 Needless to say, all these research types may be carried out both as specific case studies or at a higher level of generalness. Especially the 'middle range' level (ref. Chapter 1), focusing on types of problems, sources, impacts, environments, causes and policies rather than specific problems, sources etc., is an important field of current progress. More or less going down the list in Box 3.1, some examples are:
- Blaikie and Brookfield (1986) about the social causes of soil degradation, and Repetto and Gillis (1988), doing the same for deforestation
- Breman and De Ridder (1991) about the methodology to assess carrying capacities of Sahelian grasslands
- Copius Peereboom and Copius Peereboom-Stegeman (1989) analyzing the lack of consistency in standards for toxic substances
- Denneman et al., (1989) proposing and exemplifying a statistical method to assess the acceptable percentage of soil ecosystem species that may be affected
- Guinée et al. (1992) developing the methodology to assess the normatively weighted emissions associated with consumer products
Box 3.1

ENVIRONMENTAL SCIENCE RESEARCH TYPES

PROBLEM EXPLANATION RESEARCH TYPES
- social causes research
- physical causes (environmental capacity) research

PROBLEM-SIDES RESEARCH TYPES
- normation (values-side)
  . norms derivation
  . norms analysis
  . norms articulation
- effects analysis (facts-side)
  . predictive
  . explanatory
  . descriptive/monitoring

PROBLEM RESEARCH TYPES
- problem analysis
- source-oriented problem analysis
- impacts-oriented problem analysis

DESIGNING RESEARCH TYPES
- design
- evaluation

INTEGRATED RESEARCH TYPES
- problem analysis plus problem explanation: 'Problem Situation Analysis'
- problem analysis plus design: shallow normative research
- problem analysis plus problem explanation plus design: 'Fully Integrated Research'.

- Udo de Haes et al. (1991) discussing concepts and parameters for 'general' and 'specific' environmental quality
- Van Ast (1989) developing a flow chart for how to decide between different forms of financing water quality policies (e.g., through public funds, regulatory levies or insurances)
- Bouwer et al. (1983) reviewing the waste problems of the Netherlands in a way intermediate between 'shallow normative' and 'fully integrated' research.

Reports like 'Our Common Future' (WCED, 1987), whatever their shortcomings (e.g., Achterhuis, 1990; Trainer, 1989), are attempts to someway represent the 'fully integrated research' of the whole world. Studies like those of Blaikie and Brookfield, Repetto and Gillis, Bouwer et al. and WCED show the basic characteristics of the 'problem-ologies' mentioned in Chapter 2.
3.6 Values And Normative Contextualization

In the preceding sections, values have more or less casually been shown to play a core role in the Problem-in-Context framework. Without values (and their associated norms, goals, policy objectives and so on), there would be no flashes of discrepancy between facts and values, and therewith no environmental problem to contextualize. The present section goes into the value aspect of the framework somewhat more fundamentally, in order to investigate the grounds that this Problem-in-Context element rests upon, as well as to clarify a more directly practical discussion topic and to exemplify the principle of normative contextualization.

There are approximately as many definitions of 'value' as there are philosophers (Rescher, 1969). Yet, they agree on the concept's basic characteristic to a degree sufficient for our purposes. Putting it the way of Rolston (1988), "value is the generic term for any positive predicate", or, in other words, a statement about a general characteristic of the world as it ought to be. The concept of norm belongs to the same realm of the "description of an alternative, ideal world" (Von Wright, 1986), but is usually regarded as more specific than the values that ground them; Kuypers (1979) mentions "criteria for evaluation, prescriptions" as forms that norms may take. The Problem-in-Context framework follows this. The value of health, for instance, may become specified in ADI-norms. From time to time, the term 'values-side' is used as a pars pro toto for the whole 'alternative, ideal world', e.g., when speaking about the 'values-side' of the framework. It may also be noted that the terms 'criteria', 'standard', 'capacity', 'objectives' and others are also freely used at that values-side, in order to stay close to common usage in environmental science and policy. Also the term 'plan' belongs to the normative world, insofar plans describe, as they often do, what world is aimed at.

From the Enlightenment philosophers onwards (e.g., Von Wright, 1986), "Is" and "Ought" (facts and values) are viewed as separated by an unbridgeable gap. Trying to derive "Ought" from "Is" is the 'naturalistic fallacy', sinning, among other things, against basic logic. The survey of Doeser (1986) shows that the gap has not become philosophically more bridgeable in the meantime. We should not decry this; blurring the distinctiveness of facts and values would blur the conceptualisation of what constitutes human problems. The 'problem flashes' in the problem-in-context framework are

71 Strictly speaking, values do not necessarily lead to norms. See, for instance, Zweers (1987a) about the intrinsic value of nature and Engelhardt (1981) about the value of health.

72 Teutsch (1985) and many others also regard norms as more binding (less "indicative") than values. Norms are often laid down, for instance, in laws and other government rules. It is questionable if this holds for all norms, however, and not a matter of importance here.
thus the tensions between "Is" and "Ought" at their respective sides of the gap; in Von Wright's words, they are the "point-by-point comparisons of the ideal and real worlds".\textsuperscript{73}

Accepting the fact/value dichotomy seems at odds with 'deep ecology', other non-dualistic philosophy and hermeneutic science (see Chapter 7), that try to bring our thinking into realms where the opposition is transcended. I agree that these realms exist, e.g. in deeply personal experiences (Zweers, 1986) and the 'ethno-metaphysical' world views that we all hold, but these realms are not the down-to-earth world, where I simply do smoke more than I should, and where environmental problems do exist.

In an other respect, however, the problem-in-context framework is really at odds with mainstream philosophy. Putting facts and values (norms) side by side on the paper, we have implicity assumed that they are side-by-side-able at all. This may not have struck you as peculiar. Anybody who says, for instance, that the mercury concentration in a soil is ten times higher than what the mercury concentration in that soil maximally should be, has formulated a problem by comparing a fact and a norm, and has implicitly expressed that the fact and the norm are basically equally real, or, as philosophy puts is, that they have equal 'ontological status'.\textsuperscript{74}

Philosophy is there to question everything, especially the matters we take for granted. In some cases, however, it might be better to leave the world alone than to supply it with the wrong answers to questions not even asked. One of the issues I have in mind here is man's proper relation to nature. Another is the ontological status of values. The answer that mainstream philosophy has supplied us with is echoed, in countless places and variations, in non-philosophical literature when values, as opposed to facts, are described as "only subjective". Caplan et al. (1981, p. 1), for instance, pose the question: "Are health and disease merely value-laden constructs?" (italics mine.) Who would ever pose the question whether an atom, or even a scientific model of it, is merely a fact-laden construct? From a classroom setting, I remember an environmental philosopher who once empathically exclaimed: "Philosophers are no experts on values!" Values, in this view, are typically something on which everybody is his own, subjective expert. Can you imagine an astronomer exclaiming that astronomers are not experts on stars?

The ontological status of values, as observed by Partridge (1986), fills "a library of complex and technical philosophical treatises", with the general outcome as indicated above (Verhoog, 1988). How has this state of affairs come about? Is the status of values really that problematic? I hold it is not. Problematic is the position of mainstream philosophy in the Cartesian trap, the point of view from which one can only see outside-world phenomena (facts) as cognitively accessible (and with it only

\textsuperscript{73} Dutch policy analysis authors express the same when saying that a policy problem is a discrepancy between an "empirical situation" and a "normative situation" (Terlouw, 1982) or between "an existing or expected situation" and "an objective" (Hoogerwerf, 1984).

\textsuperscript{74} It may be, of course, that the mercury measurement (the fact) is much better grounded, scientifically, than the mercury norm. The reverse may be the case too, however; whatever the case, it is outside the ontological issue at stake here.
empirical science as science). For Kant, for instance (Kuypers, 1979), everything that does not appear before the outward senses ('noumenon') is not knowable by reason. Thus, values come to be seen as "ontologically queer", not really real (Doeser, 1986).

Partridge (1986) shows that environmental science too has let itself be drawn into the Cartesian trap. He examined eight standard texts on environmental studies and found (despite the fact that environmental policy-makers are involved in values decisions every day) only one with a chapter on environmental ethics as a philosophical activity. In one other, ethics are present, but treated as the description of other people's ideas and willingness-to-pay, not as a discussion of grounds on which we should decide about environmental issues. This most elegant version of the naturalistic fallacy is the extreme to which one may reach in the Cartesian trap, desperately searching for the empirical, the 'objective'.

Before turning to the Problem-in-Context framework's way of solving philosophy's problem of the ontological status of values, we may pay some attention to Lucas' (1986) beautiful treatment of the "moral scepticism" that the disputed status of values results in. Lucas goes into the arguments (in which one hears the echos of Descartes and Kant) that values are not deductive, that only facts can be true, that only sense experiences can be meaningful, that only what has empirical content can be cognitive; that moral standards vary from place to place and from time to time and that values, if they exist at all, are ontologically queer. Lucas does so by playing the game of symmetrical consequences (much like Edward and Norman have done in the Annex of Chapter 1 concerning empirical and normative science). Many empirical questions, especially the important ones, are not deductively decidable either, Lucas says for instance; if you accept only deductible proof, don't count on the sun to rise tomorrow, or even that the sun exists. Concerning the question of meaning, Lucas remarks that theories of meaning are among the most opaque and speculative we may have, and adds:

"Theories of meaning may of course be proposed, (...) but it does not follow that if moral statements are not adequately accounted for by the preferred theory of meaning, the fault lies with the moral statements (...). That people understand what is meant when moral terms are used is clear and incontrovertible. Any argument against the latter based on the former is deeply implausible."

Concerning the queerness of values, Lucas asks: "what is more queer, values or quarks?" And he adds that the validity of moral argument is not necessarily tied up with the existence of values any more than the validity of mathematical or physical arguments is tied up to the existence of Platonic universals, like the One or the Many.

Lucas concludes that a generalized scepticism is possible, though difficult to sustain; a specifically moral scepticism is not justifiable, although the arguments for it have been put forward by reputable philosophers. Brought back to Problem-in-Context terms, the value-side of societal problems appears to have no other ontological status than the facts-side; facts and norms are side-by-side-able.
The Problem-in-Context framework expresses this in its conceptualization of the environmental problem. The framework is a 'mixed model' in the sense that it combines elements from two sources, the outside and the inner world. This has been brought about, as indicated already in Section 3.2, by drawing up the framework not as a picture of the outside world, but as a picture of the structure and the result of the reflective act. More in detail, we may understand this as follows.

Facts have their source in the outside world. Through our pattern-finding capacities and theories, we form some conscious, structured picture of this world in our heads. This subjective picture becomes more objectified if we first put it on paper or externalize it some other way, and then put it to test one way or another, in discussion with other people, in peer review, or in re-searching whether other situations fit into the pattern. The result (a descriptive statement, a concept, a model, a taxonomy or whatever) thus is "subjectivity objectified".

Values have their source in our inner world, but again we may form some conscious, structured picture of this world in our heads. Again, this subjective picture becomes more objectified if we first put it on paper or externalize it some other way, and then put it to test one way or another, in discussion with other people, in peer review or in re-searching whether other situations fit into the same pattern. Again, the result (a descriptive value statement, a normative model, a taxonomy of norms or whatever) thus is "subjectivity objectified".

What we can do to facts and values separately, we can do to them in combination. Although originating from a different source, conscious but subjective facts and values may form opposed pairs and thus form a (conscious but subjective) problem in our heads. When put on paper and discussed, again in whatever way, also the problem becomes "subjectivity objectified". This is what anybody does who formulates and discusses a problem, and also what the Problem-in-Context framework formalizes conceptually, laying down the structure and the result of the reflective act that concerns both facts and values.

Summarizing, we may accept that facts and values have different sources; unreflected (unknown), they lie hidden in the undifferentiated World and Self. Reflected, they acquire equal status as conscious, structured interpretations, that may become externalized ('put on paper') and objectified in scientific discussion. Pairwise, but without their distinction becoming blurred, they define the (environmental) problem.

In Section 3.2, final variables have been defined as the variables which usually need no further normative justification. If we say, for instance, that economic growth is a

---

75 For a more formal description, see Harris' definition of emic knowledge in the next section.

76 Different sources make for different science, of course. As Partridge (1986) states, philosophy has a different 'laboratory test' (peer review in scholarly journals) and different appropriate evidence (the standards of sound grounds and reasoning) than do the empirical sciences. But the astronomer and the philosopher are equally experts and non-experts in their fields. They are experts because they can guide people to the best available scientific insight and criticisms. They are non-experts in the sense that they cannot prescribe people what to finally think about either stars or values.
good that needs no further justification, the contribution to economic growth is the variable by which to assess the value of an activity or a plan; it is the final variable of the assessment. In such a case, however, we may decide not to accept that economic growth is intrinsically good, and ask: why should we hold economic growth as good? What are the grounds on which we can justify economic growth as a value? This type of question, in which we step beyond what usually needs no further justification, has in Section 3.2 been called normative contextualization. We also found there that normative contextualization is one of the three routes to explain an environmental problem. If people wouldn’t care about future generations, for instance, there would be no unsustainability problem.

For problem-oriented environmental science, therefore, normative contextualization starts out from the final variables of environmental science, ‘unfinalizing’ them so to speak, departing on a road that leads into ethics, environmental philosophy and normative economy and then leads back to the final variables, making them more defensible or critically rectifying them. In applied studies, the same movement is made, but usually more in terms of policy objectives instead of final variables, and more general government aims taking the place of more general ethics. Below, I give four brief examples, two of which are taken from later chapters of this study. They are arranged from purely ‘pure’ to purely applied, i.e., from a free scientific endeavour (with lots of practical implications, as normative theories go), to a case study bounded in a context of direct applicability.

1) In environmental science and environmental policy (ref. Section 3.8), the intrinsic value of people and the intrinsic value of nature are common final variables. Taking some distance from these two, it may be asked: could not there also be intrinsic value in the relationships between people and nature? Based on common sense intuitions and some policy documents, we could say yes to this question. Then, returning to the final variable level, the addition of ‘relationship value’ to the final variables leads to different problem formulations and policy designs, e.g., designs with less separation between farming and nature protection areas. At this point, we may also take a next step, as illustrated in Chapter 8, trying to further contextualize the answer to the first question. May there be areas not in common sense but in real philosophy where ‘relationship values’ are recognized or criticized? Going this second and wider round, it shows that there are, and this round does not only result in a further grounding of the ‘new’ final variable, but also in new ways to analyze problems and relate to people in problem explanations and solutions.

2) In economic evaluations, the final variable is usually some output of a cost-benefit analysis. At present, debates are going on as to how to account for the objective of sustainability in cost-benefit analysis, i.e., the proper way to trade-off the benefits of future generations against those of the present. Because of the conceptual difficulties encountered in this strategy, it seems wise to take some distance here, and ask: what could be the grounds to take up sustainability into the cost-benefit framework at all? The objective of sustainability may for instance be compared to a pledge to keep up my house for my children. What I have promised then, it seems, is not to enter into calculations in which I trade off my children’s future enjoyments against my
present benefits, but simply go and buy the paint to keep up the house! From this first intuition onwards, it shows (ref. Chapter 4) that classical economics, ecological economics and ethics offer well-grounded arguments supporting and operationalizing the notion that cost-benefit analysis and sustainability indeed lie in two different moral realms.

(3) If a factory is predicted to have to close down because of a new environmental levy or standard, the loss of jobs is usually noted down as a final effect, to be evaluated against some norm in the same, final variable terms. Why should this actually be done, however? There does not exist an economic policy objective concerning employment in specific factories, but only concerning state or national totals. As Huppes and De Groot (1983) show, these total figures, because of substitution effects, are likely to be quite different from the specific factory’s lay-offs.

(4) From time to time, wise government agencies reflect upon the consistency of their daily policy actions. One characteristic question then is a question of norms derivation: Is our policy with respect to the various actors (e.g., the issuing of permits) really consistent with our policy objectives (our final variables)? A second question characteristically concerns a normative contextualization: How do our policy objectives relate to more general policy objectives, general theories of justice and general values held in society? Both questions serve the practical use of increasing the legitimacy ('explainability') of the agency’s policies. Van der Voet et al. (1989) are an example, studying the cases of heavy metal pollution and eutrophication for the Dutch Inland Water Agency.
3.7 Social Causes As Reflected EMIC Order (Or: People-Environment Systems Regained)

As we have seen in the previous section, Problem-in-Context is a framework that lays down on paper the result of the reflective act with respect to environmental problems. Section 3.2 has shown that reflectiveness leads to recursiveness, the endless mirroring of levels reflecting upon the way we reflect, and seeing ourselves seeing ourselves. This section aims to uncover the full detail and potentials of the reflection phenomenon. We will pin-point the 'recursive area' of the framework, and with that solve the still latent 'last problem' of Section 3.1, the problem of how to put into a single framework the 'two worlds' (the actors' own values, perceived environment, feedback actions and so on, and the values, environment, feedback actions and so on of the change-oriented, normative observer). Doing so by means of a little excursion into anthropology, we will also come to see the Problem-in-Context framework as a conceptual system that embraces both the normative and the empirical, 'people-environment systems' approaches to the environment.

Reflectiveness, emic, etic

Reflection is a two-level affair, a relative position of two levels with respect to each other. Since reflectiveness leads to recursiveness, the levels as such should be left unspecified in order to avoid confusion. Hence, we should primarily tie ourselves to a coupled pair of relatively abstract terms and not to level-specific terms like 'the world', the 'Ding-an-sich', 'the mind' or whatever. Although reflectiveness has been discussed in many disciplines, I found it surprisingly difficult to find a concept that describes the principle in its basic simplicity, without serving as a camel's nose bringing in a mass of largely irrelevant and confounded meanings, requiring a cleaning-up exercise quite out of bounds with our simple purposes here. One way out would be to ignore all camels and do with a purely idiosyncratic analysis. The other way is to pick out a relatively small and relatively clean camel and wash it up a bit. This takes some time, but at least we then keep connected to a discussion with scientific flesh and blood. In this section, our little camel is the distinction between "etic" and "emic", found in anthropology's market place of concepts (Headland et al., 1990).

The emic/etic dichotomy stems from linguistics, on analogy with the "emic" in phonemic and the "etic" in phonetic (Harris, 1969, p. 569). "Phonemic" refers to what a sound signifies in the mind of speakers and listeners of a speech-community. "Phonetic" refers to the 'sound forms' that we may write down when we make ourselves conscious of what it is we hear, observing language from the outside. Thus, "etic"
with respect to "emic" denotes the level of the *observer*, who observes the "emic" level of people and their interpretations of themselves and their surroundings. It may therefore be defined that

\[
\begin{align*}
\text{ETIC} &= \text{the world according to the observer} \\
\text{EMIC} &= \text{the world according to the observed.}
\end{align*}
\]

'The world' here denotes both the inner and the outside worlds (values and facts). Note also that observation may be *self-reflective*. We may write the phonetic of our own language, for instance. An other example is when a policy agency evaluates its own activities; it then studies and judges (ETIC) itself as an actor among the actors. The evaluation criteria then are the ETIC values, with respect to the EMIC values of the policy that is evaluated.

As is usually the case with concepts that involve notions of reflectiveness, consciousness and recursiveness, the emic/etic dichotomy is of an almost trivial simplicity and very hard to grasp at the same time. In order to illustrate the latter, we may take a look at how in anthropology our little camel got to carry a confounded load of three more meanings, which may all be sensible in their own right, but are all different from each other and from the pure idea of reflectiveness defined above. In order to keep track of that pure idea, the definitions mentioned above will be referred to as ETIC and EMIC, in capital letters. In Harris (1969, p. 571, p. 575), emic and etic are defined as:

- "**Emic** statements refer to the logico-empirical systems whose phenomenal distinctions or "things" are built up out of the contrasts and discriminations significant, meaningful, real, accurate or in some other fashion regarded as appropriate by the actors themselves."

- "**Etic** statements depend on phenomenal distinctions judged appropriate by the community of scientific observers."

The funny thing that has happened here is that observation (ETIC) has been confined to *science*. Emic and etic do then no longer form a dichotomous pair; non-scientific observations, e.g., the stance that outsiders (or the actors themselves) take when pondering why the actors are doing something, is neither emic nor etic. Even scientific research remains 'nothing' until "judged appropriate by the scientific community".

More severely, the definitions places the players (actors and scientists) on prefixed levels. Actors are emic, science is etic. This is in confusing contradiction with two obvious facts. Firstly, actors may look upon themselves and their environment in ways often scientifically superior to those of "the community of scientific observers". Third World farmers, for instance, often simply know better, as shown (among many others) by Uphoff (1986). Secondly, science itself may of course be regarded as just as emic as the actors' "logico-empirical systems". Scientists follow the emic of science, or, as Sahlins (1976) puts it, the "anthropologist's etic is his own society's emic." Retrospectively, Harris' definitions of emic and etic and the ensuing discussion have served the purpose of raising the issue of anthropological *hybris*, but once that issue had been settled, the concepts were not of much use anymore. Note, however, that *our* definitions do not raise or settle this issue at all. Actors form ETIC images when reflecting upon themselves (or researchers!), who are then EMIC to them. Scientific
research is ETIC when it observes, but turns into EMIC, by definition, when viewed from the outside.

After having defined the emic/etic dichotomy as 'of the actors' versus 'scientific' it is only a small step further to make the dichotomy denote 'in the mind of the actors' versus real. Harris may again serve as an example. Discussing three "emic rules" that Frake (1962) has "derived", as Harris puts it, from Subanum swidden farmers as accounting for the spatial distribution of Subanum households, Harris (p. 602) states that these emic rules cannot account for the variety of spatial patterns found, so that "Somewhere the emic rules must confront the etic reality of how much is produced [on the swiddens] under the given techno-environmental conditions".

If Harris would have used his own definitions consistently, this statement would say that the logico-empirical system of the actors must confront the reality of the community of scientific observers. One wonders how the Subanum ever survived in preanthropologist times.

Harris' third usage of the terms emic and etic is in 'emic' and 'etic' modes of research, adding the final pack of confusion to the load under which our little camel once succumbed. In Harris' own definitions, all research (if accepted by the scientific community) is etic; yet, he distinguishes between etic and emic research types. The following example shows what he actually means by these terms. (I have allowed the quotation to be somewhat luxuriously long, in order to be able to use it again later on.)

"Let us take as an example the ideal behavior by which captains of certain Bahian fishing boats are said to locate the ocean spots over which their boats anchor and the fishing lines are dropped. Identification of the proper spot, as small as a room, seven or eight miles out at sea, is supposed to depend upon the lining up of two or more pairs of landmarks. The memorization and sighting of these landmarks is the special responsibility of the captain, whose reputation can be measured by the size of the catch, ability to attract and hold good crews, and keenness of memory and eyesight. Now it is quite possible to describe this whole complex as actual behavior in terms of the emically significant categories of spots, landmarks, eyesight, and memory. Indeed, once can actually see and hear the captain look for the landmarks, maneuver the boat into position, order the sails down and the anchor dropped; and one can actually watch the fishing commence over the "spot". Actual culture here corresponds to a large degree to ideal accounts of it. But both accounts are emic. There is another way to look at the performance in question. The clue to this additional perspective resides in the fact that when the captain locates the spot and the men start to fish, they not infrequently fail to catch a single fish. On such occasions the captain explains that the fish are not home, that they have gone visiting elsewhere, and he orders the boat off to another spot. The etics of the matter do not commit us to a description of this behavior in terms of the captain's emically appreciated skills. One also observe the constant use of a plumb line, and there is a widespread knowledge of the relationship between type of bottom, water depth, and type of fish likely to be found in broad zones as opposed to "spots". An etic account of the fishing complex
includes a description of the patterns of behavior by which the captain maneuvers his craft, but the activity involved in his peering at the horizon does not carry the meaning it has in an emic account of actual behavior. Instead of accepting the emic version of actual culture as an adequate description of what it takes to be a successful captain of a fishing boat, the etic categorizations open quite a different ethnographic trail. An analysis of the relationship between age of captain, size of catch, and stability of crew reveals that younger, more active and vigorous men who do not drink, who work hard, and who manifest a "protestant" kind of behavior (an eminently etic category since they are all "Catholics") are the ones who are likely to be successful captains around whom the reputation for keen landmark sighting and good "spot memory" will develop.

Here we see that Harris implicitly adheres to the following definition (in which our own ETIC and EMIC are added in order to get a clear picture of their relation to the emic and etic research modes).

Emic research = research (observation, hence ETIC by definition) that tries to come as close as possible to the actors' own life world and interpretations (the actors' EMIC, by definition).

Etic research = research (observation, hence ETIC by definition) that tries to interpret activities and actors in a way as closely as possible in touch with scientific terms and ways of seeing (the scientific community's EMIC, by definition).

These definitions show the concepts of emic research and etic research to be interpretable in terms of our EMIC and ETIC, albeit denoting essentially different things. Because of this difference, the relevance of the concepts of the emic and etic research modes lies partly outside this chapter, pointing forward to the Chapters 6 and 7. Here, it suffices to note two things, the first of which rounds off the unburdening and cleaning of our little emic/etic camel of reflectiveness, and a second of which introduces the core issue of this section.

(1) 'Emic research' versus 'etic research' does not denote a true dichotomy, but the extremes on a continuous scale. Both research modes are observation and interpretation (ETIC), only trying to keep more or less in touch with the actors' or the scientific conceptualizations, respectively.77 One may therefore also try to move more

---

77 Note that Harris (whose objective it is to defend etic research approaches against the claims that only emic research, 'true to life', yields valid insights, and who is therefore inclined to emphasize their difference rather than their continuity) in fact poses two different questions in the fishermen example, one regarding the actual 'spotting' and one regarding the causal backgrounds of good spotting. Going emic with the first question and etic with the second suggests more separation than actually exists. Both questions could have been treated in both the emic or the etic research mode or somewhere in between, for instance discussing the backgrounds of good spotting with the actors themselves, putting the Weberian concept of 'protestant' in more emic terms.
or less in-between\textsuperscript{78}, combining the explanatory validity of the emic research mode with the easy link-up to general theories, provided by going etic.

(2) More importantly for the present section, it may be noted that all descriptions, whether of swidden cultivation or of fishing, and whether of the emic or etic research type, include environment. Put in more general terms: if we (or the actors themselves) explain the actors' activities, this explanation includes an environment-of-the-actors, associated to the actors' choices to carry out their activities. An EMIC environment, in other words, is a part of the 'social causes' block of the problem-in-context framework. In our research, we observe this environment through the words or practices of the actors and may describe it more or less close to the actors' or our own conceptualisations, in both cases lifting it to the observational ETIC level of the research. There, it comes to stand side by side with an a conceptually different environment, an environment which is not a part of the social causes block, but the environment studied in the 'problem analysis' block (chains of effects and norms) and the 'physical causes' block (carrying capacity research).

What is the conceptual nature of these 'two environments'? How do they relate to each other? Are they related at all? Should environmental science research really learn to work with two environments, or should they be made to overlap as much as possible, in order to arrive at a unified description? The EMIC environment obviously being something primarily in the heads of actors, is social science the science to study it? In view of anthropology's apparent difficulties to come to terms with the reflectiveness phenomenon, it seems warranted that the explorations in this section continue to be cautious.

Let's imagine that it has been identified as a possible environmental problem that a fishing community has overfished species A and is now shifting to species B as the main catch. The catches are abundant at the moment, but the market is unstable and it is feared that the actors are in fact on their way to also deplete the B stocks; in terms of our final variables, the productivity may be unsustainable. It is also feared that a decline of species B, that is much more an ecological key species than was A, may result in drastic ecosystem changes, aggrevated by the fact that catching species B is more destructive to other species' habitats than catching A has been. Because of this, also a number of small, endemic species may become extinct. Moreover, the local sea environment serves as 'breeding chamber' for a species C, of economic value to fisheries elsewhere; this function may also be affected by the switch to B.

\textsuperscript{78} In Chapter 7, the scale between the emic and etic research extremes is categorized as: "hermeneutic"/"interpretative"/"intensive"/"quantitative". In the anthropological field, truly emic studies of the ways that people see and arrange their environments (e.g., Van Beek, (19..) about the Dogon, Schefold (1988) about the Mentawai and Oosten (1988) about the Inuit) are of special relevance to broaden our horizons concerning the immense variety of ways in which people may interprete the environment, thus enabling us to listen better to what people have to say and increasing our chances for successful participatory designs. In Chapter 6, the dimension of 'intensity of participation' is defined as a scale of 'intensity of participation' that runs from "the autocratic researchers' model", via "shared design" to "self-help promotion".
Now, what does the environment consist of that will be analyzed when we go through the problem-in-context framework? First of all, the causal chains between the activity "catching B" and our final variables (long term productivity risk, decline of fisheries elsewhere, endemic species survival) have to be established. These will introduce into the research the autecology of species B, including the conditions at the place where it spawns, possibly far removed from the local environment. Some ecosystem model that includes species B and the endemic species will also be required, as well as the species C juveniles. Thus, the carrying capacities for B, C and the endemic species may be estimated, and explained further, if relevant, in terms of more basic ecological factors.

At the 'social causes' side of the problem-in-context picture, we go into the reasons why actors carry out the "catching B" activity the way and the intensity they do. Of course, many social technological and economic factors underlie the actors' choices, but we are here especially interested in the environmental factors. What does this actors' environment (EMIC environment) consist of? For one part, it will be much wider than 'our' environment, analyzed above. Probably, not only fishing at sea may be an option for the actors, but also the intensification of other activities at sea, on the river or on land, e.g., trade, river fishing or the enlargement of current slack-season irrigation or coconut plantations. Thus, the EMIC environment, also when we seek to explain the fishery problem only, includes far-off islands, river levees, inland swamps and all their associated productivities (in the actors' estimations). For an other part, the actors' environment is smaller than the environment analyzed above, because it largely excludes, for instance, the habitats of species C and the endemic species. Even where the environments overlap, the actors will emphasize different elements in different ways, focusing, for instance, on difficulties of 'spotting' species B locations, the dangers of going far from the coast in the typhoon season and so on.

Put in general terms, we have now arrived at the following.

(1) First, there is some reflective observer (a researcher, a policy agency or whoever). In empirical science, this observer ideally works with only methodological values, such as validity and replicability. In normative science, however, the observer also works from a set of ethical (societal, substantive) values; in the fisheries case, for example, the interest of future generations, rare species and fisheries inside and outside the region. This makes the emic/etic dichotomy in normative science more fundamental than in the empirical science, as we will see shortly. In order to express this, we may call the observer the normative observer.79

(2) Through the views and values he works with, the normative observer defines and analyses an environmental problem, to which an environment is connected (in the fisheries case: the ecosystem model containing species B, C and the endemic species).

(3) The environmental problem is caused by activities, behind which lie actors; explaining the problem thus requires explaining why the actors carry out the problem-
relevant activities. This in its return defines an environment-of-the-actors, connected to the actors' options and motivations (hence: views and values). In the fisheries example, this environment included species B, river levees, far-off islands etc.

Although as yet without name, the two environments are now well-defined conceptually, answering the question about their conceptual nature. It may be noted that when studied, both environments arrive at the ETIC level of the research. Also, both are noospheric interpretations, "subjectivity objectified". Hence, they are conceptualized different from the pair of the geographer Gold (1980), who speaks about the "objective" versus the "behavioral" environment. In basic terms, we have also answered the question how the environments are related. In the chain of progressive contextualisation, they are linked together through the 'activities' and 'actors's elements; later sections and figures will give more detail. The two environments may formally be named and defined as follows:

- the **normative environment** is the environment connected to the values and views of the normative observer defining and analyzing an environmental problem
- the **environment of the actors (or: the EMIC environment)** is the environment connected to the explanation of why actors carry out the problematic activities (in the case of environmental science: cause the environmental problem).

The answers to the other questions now also come into view. Should environmental science learn to work with two conceptually different environments? The answer is, obviously, yes. If we do not only want to know what an environmental problem is (analysis), but also where it comes from (explanation), which quite practically leads to better predictions and better solutions, then we should have them both. A good conceptual framework or any other research theory for environmental science holds the two environments with full clarity about their conceptual distinctiviness.

But (is the next question), granting their conceptual distinctiviness, should it not somehow be tried to make them the same, substantively? Isn't a unified description always better? Here, the answer is less obvious. The key is that the substantive difference between the normative and the EMIC environments is brought about by the difference between the views and values of the normative observer on the one hand, and the values and views of the actors on the other. Thus, the difference between the two environments only collapses if the normative observer adopts the values and views of the actors, i.e., of those who caused the environmental problems in the first place. Identifying with and becoming the advocate of problem causers may be necessary or even warranted in some cases, but should be the result of practical and ethical delibe-

---

80 Gold's "objective environment" coincides with the 'physical field' of Figure 3E. As a non-normative scientist, Gold does not conceptualize the environment of the normative observer; his "objective environment" is connected with the physical-geographic way of seeing and the etic research mode of studying the environment of the actors. The same holds for the "effective environment" of the cultural ecologist Netting (1985), that coincides with Gold's "behavioral environment".
rations\textsuperscript{1}, not something strived at for general reasons. Primarily, the difference between the two environments is simply the consequence of the difference in normative and cognitive positions, and should be left that way in order to avoid ethically muddled research and policy making.

We are now in a position to draw up the complete picture of the emic and etic levels, not only with respect to the environment, but with respect to all facts and values. This will also shed light upon the role of different types of science, solve Section 3.1's 'last problem', and show the pivotal place of 'action' in connecting the emic and etic worlds. The picture will look at the problem-in-context framework from the side, as it were, visualising the different levels of reflectiveness and sources of data.

Figure 3A in Section 3.2 has distinguished a physical field, a social field and a reflective noosphere (people looking upon people and the physical field). This has been repeated at the top of the figure that will be explicated now, Figure 3E.\textsuperscript{2} The actors' reflection constitutes the ETIC level with respect to the EMIC social and physical fields. The ETIC level thus includes all facts and values that the actor observes and objectifies in order to design and decide upon the actions to undertake. The designed actions are implemented 'into' the physical and social fields, thus forming feedback loops with respect to the upward arrows of perception.

The second picture of Figure 3E shows the position of the physical sciences, which is conceptually a simplified version of the upper picture of actors' daily life. There is only the upward arrow of perception, and this perception only concerns the physical field\textsuperscript{3}.

The third picture shows the somewhat more complicated situation of the social sciences. The actors' reflectiveness has now become the EMIC level with respect to the ETIC of the research. The full-drawn arrows represent the emic research mode; the dotted arrows represent the 'bypassing', etic research mode. Both incorporate a perception of the physical field, because actors perceive the environment and use that perception in the design of their actions.

The description of this EMIC environment is usually carried out by social scientists, as we saw, for instance, in the fishery example. A physical science input may often render good services, however. Local people may, for instance, know so much more about their environment than the social scientist that their answers become unscrutable, or physical science measurements may deepen the understanding of what

\textsuperscript{1} Adopting should be distinguished here from understanding. Understanding the actors' values and views, that is, being able to see through the actors' eyes, contributes to understanding EMIC environment. This however, does not do away the differences between EMIC environment and the environment connected to the normative observer's own values, e.g., policy goals.

\textsuperscript{2} In order to keep the figure sufficiently clear, the 'inner world' source of values has been left out.

\textsuperscript{3} It may in fact more appropriate to speak of a more abstract 'physical-science research mode', because it is also possible to look at the social field in the physical-science way, ignoring the self-reflectiveness of people (see picture 3). In practice, this is then called social science, however, named after the object rather than the epistemology.
Figure 3E
Reflective levels of everyday life, physical science, social science and normative science research. The upward arrows denote perception; the downward arrows denote action.
actors do. Vayda (1983), for instance, used physical scientist to measure regeneration rates of small and large swiddens in order to acquire more detail in understanding farmer choices. Physical science remains the assistant here, however (Galjart, 1988).

The bottom picture of Figure 3E gives the position of the problem-oriented, normative sciences, expressed the problem-in-context way. Normative science here appears as a higher-level repetition of the actors’ ETIC or the upper picture, including the ‘action’-arrows running back to the social and physical fields. This is no coincidence. Contrary to physical and social science, normative science holds values about how the world should be, and through these, the formulation of problems and the design of actions. Social science and physical science are the scientific-level ‘replay’ of people’s cognitive faculties only; normative science is the scientific replay of the full human repertoire, cognitive and action-bound. More in detail, we see that:

- the ‘ETIC of social science’ (including the environment of the actors) now functions as the social causes of the environmental problem;
- the environmental problem, generated by the values of the normative observer and including the normative environment, is studied by looking directly at the physical field,
- ‘design’ is here the umbrella term for ‘preparing for action’: design, evaluation and so on; the ‘action’ arrows represent decision-making and implementation.

Analogous to the assistance of physical science concerning the EMIC environment, social science approaches may be of help to study the normative environment, e.g., in eliciting from the actors their 'local knowledge' about the normative environment or technical options for solutions. Farmers’ knowledge about indicator species for soil types is a well-known example. The normative observer’s values and physical science methods remain the ones that guide the research here, however.

Actors are not only looked upon by observers, they also look back, interpreting the observers, who are then EMIC to them. This is not inconsistent with our definitions, since ETIC or EMIC does not denote "of the researchers" or "objective" or "local people" or something like that, but purely "of the observer" versus "of the observed". Thus, the dotted-line meta-level of the bottom picture of Figure 3E indicates the next level of reflection in the endless chain of noospheric recursiviness. The level contains, for instance, future generations who once will look at us carrying out our research and implementing policies; all this research, design and action becomes a social cause of the problems they study. The level is also the position of research ethics and the design of methodologies. The double position of actors (as the observed but also as the observer’s observers) helps to clarify practical research interactions in the field. Usually, for instance, actors want to be forthcoming, giving the ‘right’ answers to what they have conjectured that the researchers seem to want to hear. This may introduce significant biases in social data gathered (Chambers, 1985; Nederhof, 1981).

---

84 As the arrow shows, we here also look at the social field in the same, direct way. This is the social impact component of problem analysis, explicated in Section 3.9.
The bottom picture of Figure 3E also finally solves the 'fourth problem' of Section 3.1, the problem that it seemed impossible to conceptually reconcile at a single level the spontaneous response of actors to their perceived environmental problems, and the 'policy response' of the normative observer. Figure 3E (bottom) shows these two responses as originating from a different level indeed. The one is the 'action' arrow originating from the EMIC world of actors, the other are the higher-level, policy action arrow of the ETIC, normative observer. At the same time, however, we see that the EMIC world is also 'lifted up' into the problem-in-context framework's ETIC, there being studied as the social causes of the environmental problem. This includes the action arrows; the problem-in-context framework holds both society's own feedback arrow and the policy action feedback arrow, as one circles nested inside the other (e.g., Fig. 3J).

The EMIC world-of-actors that is lifted into the problem-in-context ETIC does not only hold the EMIC environment, but of course also the actors themselves, their interactions, social structure and so on. In terms of the title of this section we may say that the 'social causes' block of the problem-in-context framework is the reflected ('lifted-up') EMIC order.

Since the EMIC order holds people and an (EMIC) environment, it seems logical to say that this EMIC order is the same thing as the people-environment system studied by geography, human ecology and other empirical disciplines. We will see shortly that it is indeed, quite literary. Continuing on this section's track of cautious, slow exploration, it will first be shown how and where the multi-level reflectiveness results in the recursive 'vanishing point' that was loosely identified in Section 3.2.

From now on, we will again look at the problem-in-context framework 'from above' instead of 'sideways'. Looking sideways has enabled to show the levels that lie above and below the problem-in-context level. Looking from above makes the levels less visible, but allows for more detail in the framework picture itself. The vertical 'action' arrows then become horizontal feedback lines.

**Recursiveness and systems equivalence**

In the forest acidification Figure 3C, the normative environment and the EMIC environment of the actors have already been encountered implicitly in the terms 'congestion' in the problem analysis and 'travel time' in the problem explanation; it is easy to see that these are two different interpretations of the same 'physical field' phenomenon. We know now that travel time should here be measured primarily as the travel time as it is perceived by the actors, analogous to geography's 'mental maps' (e.g., Downs and Stea, 1988), and congestion should be measured in a perspective set by the normative observer's values, e.g., its detrimental effect on national income and air quality.

In Section 3.3, we have also met already what has loosely been called 'etic' and 'emic' options for solutions, identified, respectively, in the course of the problem
Figure 3F
The Problem-in-Context framework drawn as a four-level recursiveness. The actions that cause the (ETIC) problem of the normative observer. These actions, in their turn, are responses of the actors to their own (EMIC) problems, and so on. At the highest reflective level (dotted lines), the problem-in-context analysis, explanation, design and action of the normative observer are in the social causes of the next-level observer.
analysis and of the problem explanation. Moreover, it has already been noted off-hand that actors "design" their actions, thus essentially doing the same thing as researchers do in the final stage of the problem-in-context framework. It can also easily been seen that actors decide upon what action to implement in essentially the same way that researchers carry out a cost-benefit or multi-criteria analysis in the problem-in-context framework.

Not only environment, options, designs and evaluation but everything of the EMIC order has its counterpart in the problem-in-context picture as a whole. Thus, the 'social causes' element of the problem-in-context framework is indeed the recursive repetition of the problem-in-context framework as a whole. In Figure 3F this finding has been drawn, changing the typically etic ('research', 'policy') terms of the problem block in more actor-oriented terms and adding 'implementation' for beauty's sake. The schedule of etic-to-emic term switches is:
- 'implementation' becomes the actors 'activity'
- 'design' becomes the actors 'intention'
- 'problem' becomes the actors 'cognitions and valuations'
- 'environment' stays the same, but of course denotes the EMIC environment in the social causes block.

The emic options are in the same position with respect to in the social causes block as are the actors' actions with respect to the problem-in-context picture as a whole. If one would analyse how the emic options are designed, one would find a next-lower-level, miniature repetition of the figure as a whole; this is the recursive 'vanishing point'. Figure 3F also carries an indication of the reflective level one step higher than the problem-in-context picture. This is again the level of reflection upon the normative observer's research or policy. The dotted line shows that the problem-in-context picture is conceptually equal to the lower left-hand, 'social causes' block of that level. All in all, Figure 3F shows a four-level reflectiveness.

In Figure 3F, two effects-arrows originate from the actions (activities) element. One of them feeds back into the actors' world, and one goes forward into the effects-chain of the problem-in-context analysis. This is not because one action does two different things in the underlying social or physical field; the arrows indicate the actors' and the normative observer's interpretations of the same social and physical field phenomena. Through their action, the actors' world and the problem-in-context framework as a whole are tied to each other. We will use this below, when tying the normative-science problem-in-context framework to the empirical-science 'people-environment systems'.

Figure 3F is a theoretically satisfying version of the problem-in-context picture, because it shows the recursive reflectiveness. I may also be a good practical version if we want to focus on the difference between actors' conceptions of environmental problems, options etc. versus our own. For most research purposes, however, a rearranged version is preferable, as we will see in the next section. Also, it is not directly visible yet that Figure 3F carries inside itself the clarification of the relation
between the problems-approach and the people-environment systems-approach to environmental science. Showing this is the last issue of this section.

There must exist at least a thousand conceptual pictures ('models') of people-environment systems; six of them have already been mentioned in Section 3.2. Since they all arrange the people-environment world in a more or less common-sense way (as does the problem-in-context framework for the environmental problem situation), it does not make much difference which of them is selected to show their conceptual equivalence with the social causes block in the problem-in-context framework. In order to be certain not to take a model invisibly infected with some problem-in-context way of thinking, I have preferred the 'ecological complex' of the American geographer Duncan. In the Netherlands, it has been used in publications with titles such as 'Geographical Structuration and the Ecological Complex' (Van Paassen, 1962) and 'The Geographical System and the Growth Pole Theory' (Lambooy, 1969). Hence, although it was later introduced in Dutch environmental science (Opschoor, 1987a; 1989), it is of unblemished empirical science, people-environment systems origin. It has been drawn in Figure 3G, top.

Fitting the ecological complex into the problem-in-context picture requires a visible element of 'action', or activities. In this respect, Opschoor (1989) leads the way.

For the explanation of environmental changes, Opschoor rearranges the ecological complex in three layers: the layer of concrete activities and their environmental consequences, the layer of material processes such as population growth and technology development, and the layer of more structural factors such as institutions and ideology (culture, values, world views). Thus, although he actually does it only verbally, Opschoor redraws the ecological complex in the way called 'Duncan/Opschoor' in Figure 3G. We may note that the 'Duncan/Opschoor' picture does not essentially differ from the original 'Duncan-only'. Since activities are the only things that can change the environment, they were already implicitly there in the Duncan picture. All feed-back mechanisms have been preserved in the Duncan/Opschoor rearrangement.

The next step is a second, visual-only rearrangement of the second picture. It is called 'Duncan/Opschoor upside-down' in Figure 3G. The picture has now lost much of its aesthetical symmetry, but retains all elements and arrows. We may now note the equivalence with the social causes' block in problem-in-context pictures, e.g., Figures 3B and 3C:
- 'Technology' and 'Population' are equivalent to 'activity per actor' and 'number of actors', respectively, and are found at the same level in both pictures.
- 'Organisation' and 'Culture' are equivalent to 'structure' and 'culture', respectively, and are also found at the same level in both pictures.

Even 'Environment' is present in Figure 3G as a conceptual replica of the EMIC environment in the recursive problem-in-context Figure 3F.

---

85 Note that Opschoor does not say 'problems'.
Figure 3G
From Duncan's people-environment system model to the action-in-context structure. People-environment systems, studied the action-in-context way, are the 'social causes' in the problem-in-context framework.
In Figure 3G (bottom), the picture of 'Duncan/Opschoor upside-down' has been drawn as part of the problem-in-context framework, demonstrating that Duncan's picture (and with it all people-environment models of the empirical approach to the environment) is indeed conceptually equivalent to the 'social causes' element in the problem-in-context framework (and with it the whole of the problem-oriented approach to the environment).

Conceptual equivalence is not to say, of course, that we should study the EMIC order in the people-environment systems way, if we seek to explain an environmental problem. As explained in Section 3.1, there is no need, and usually even no good, in trying to define boundaries, draw up a picture of what is hanging together with everything else and then try to fill all these elements with data. Instead, we can still study the EMIC order in the progressively contextualizing way, starting out from the problematic activity and then find out what hangs together with it, and in what ways. The conceptual equivalence has shown that there is nothing in the people-environment systems approach that cannot be found the progressively contextualizing ('action-in-context') way.

In Chapter 1, it has been shown that what is usually called 'environmental management', or 'shallow normative science' as in Section 3.5, dominates the normative-scientific approach to the environment. Roughly, this approach concerns the analysis of problems and the design of solutions only. On the other hand, we have the large fields of empirical-scientific study of people-environment systems, coinciding, by and large, with geography, ecological anthropology and human ecology. Through our analysis of reflectiveness, the Problem-in-Context framework has now shown to hold both these fields. The Problem-in-Context framework, therefore, enables research to draw in theories and data from both these fields without conceptual difficulties, and with that from the social, physical, technological and ethical sciences.

Problem-in-Context represents, as said before, fully-fledged normative science. It now has shown that the framework, encompassing as it does the empirical sciences, can also be said to represent fully-fledged science tout court. Obviously, this opens up many possibilities for discussions with mainstream philosophy of science. We leave the foundational explorations here, however, and turn to the more practical matter of operationalizing and formalizing the framework.
3.8 Formalizing The Social Causes

The preceding sections have aimed at building up a basic understanding of the problem-in-context principles. It has therefore not been necessary to define each concept or identify each tacit assumption. A conceptual framework should ideally possess a high degree of logical rigor, however, in order that it may organize our thoughts also in complex or vague problem situations. The present section and the next section aim at tightening the conceptual reins, leading up to the framework's summary in Section 3.10. The section focuses on actors, options, environment and other concepts in the 'social causes' block. The treatment will be compact and apodictic, because depth, detail, more formal definitions, discussion and literature references will be provided in Chapter 5.

Like 'systems' or any other concept by which we try to describe the social world, the concept of 'actors' expresses and leads to a certain perspective, a bias in seeing that world. Through the concept of 'behaviour', for instance, we study, and therewith assume and come to see, people and other social entities as input-output machines (sophisticated and poorly predictable, but machines nevertheless). Through the concepts of 'action' and 'actors', we study, and therewith assume and come to see, people and other social entities as reflective and choosing. 'Behaviour' emphasizes heteronomy, 'action' emphasizes autonomy.

My adoption of action and actor as the core concepts is therefore not only a technical choice for efficient research, but also a normative stance. I want people to be actors; there is simply no hope if we (and governments, and other people) would only 'display behaviour'. At the same time, however, I want to steer clear of voluntaristic extremes and of the humanistic image of man as a free-floating 'self-design'. Tying actors to contexts (structure, culture) is a means to stay aware of, and operationalize in the research, people’s partial heteronomy and boundedness.

The concept of actors has loosely alternated with 'people' in the preceding sections, but this is in fact a dangerous thing to do. Actors are social entities that act, in other words, social entities that may reflect and decide upon what to do. The concept of actors thus denotes more, as well as less, than 'people'. Many actors are not individual people but collective entities, e.g., private firms, village councils or government agencies. On the other hand, many individual people are not actors concerning the things they may actually be seen doing, e.g., if they are hired to fell trees for a logging corporation or to herd cattle belonging to an urban elite family, and do not involve in problem-relevant sideline activities. The concept of actors leads us more efficiently to an explanation of activities (and hence environmental problems) than

---

66 It is not without meaning that the popular version of the Dutch Environment Policy (NMP, 1989) is titled: 'To Choose or to Lose'.
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does the concept of people. An other advantage of the actor concept is that, although rather abstract itself, it forces us to be concrete about the degrees of freedom that social entities actually have with respect to the environmental problem at hand. One cannot be 'people' in a restricted sense, but one can be actor with respect to one activity and no-actor with respect to another, and anything in-between; social entities are actor to the extent that they can implement options. The concept thus also leads us fluently to increasing or restricting of the actors' array of options as an opportunity in the design of solutions.

This being clarified, it still leaves us with a substantial problem. In the examples up till now, the number of actor categories has been kept deliberately low, loosely specifying only simple categories like private car owners or village inhabitants. Often, however, an environmental problem is caused by a wide variety of actors who, to make matters worse, interact in complex ways. In a regional analysis of a deforestation problem, for instance, big landowners may be found to close off fertile valley floor land, pushing farmers uphill; logging companies may be found to fear that their forest lease is vested in weak government and opt for the grab-it-and-run strategy; their logging roads may be found to pull farmers into the forest; the local pioneer communities may be found to assess their land claims vis-à-vis government actors as too weak to justify investment in good soil management - or follow a reverse tactic, making terraces and planting trees in order to strengthen their land tenure claim; tribal forest people may be found to join forces with forest protection NGOs in a last attempt to regain their dignity. Such an analysis cannot do without some degree of 'mapping' the problem-connected actors. As Chapter 5 will exemplify in more detail, 'mapping' the actor interactions can be carried out without taking recourse to some 'social systems' approach. Holding fast to Vayda's rule that we should start out with the actors that decide upon the concrete problem-relevant activity, we may first identify the 'primary actors' who make the concrete tree cutting decisions; then, we may identify 'secondary actors' behind the primary actors, simply by posing the question what actors (if any) influence the primary actors' options or motivations. In the example above, the government will become an actor behind the logging company because it influences the company's motivation to grab and run. The big landowners will show up as actors behind the farmers because they influence the farmers' range of options, and so on. Thus, the options and motivations of the primary actors become contextualized in a two-dimensional 'map', the actors field, that comprises secondary actors, tertiary actors and so forth.

It is often important to distinguish between actual and potential actors. Actual actors (primary, secondary etc.) are those who contribute to the causes of the environmental problems; together, they form the actors field in the explanatory, social causes block

---

87 This is different, of course, when it comes to the identification of victims, not causes, in an other part of the problem-in-context framework.

88 This interesting reversal of Chamber's (1988) rule that tenure insecurity leads to low environmental investment is reported by Sajise (1987).
of the problem-in-context framework. Potential actors, on the other hand, are those connected to the design of the problem’s solution. These categories may overlap, of course, but potential actors which are not actual ones are of special importance to identify. Potential actors may play a destructive role, e.g., when powerful groups grab resources made more valuable by small farmers’ investments or by the construction of a rural road (Cook, 1985). Other potential actors may play a beneficial role, e.g., when a new common resource management body is formed in order to overcome dilemma of collective action, as has been the case in the ‘social fencing’ example.

The action-in-context perspective leaves room for a wide variety of ‘actor models’, i.e., preset theories describing how actors are supposed to see the world and decide what to do. These actor models vary along many dimensions. One of them is, for instance, the degree to which actors are supposed to consciously assess and weigh all alternative actions and their consequences. Another dimension concerns the values actors are supposed to apply in their perceptions and decisions; the so-called ‘rational choice’ of the homo economicus model is an example here; Chapter 5 will supply others. As will be shown there too, a formalized actor model will often be more of a ballast than an asset. Common sense, mixed with a qualitative and research-based understanding of actors and an empirical inference of their decision principles, will often work better than adherence to some prefabricated decision model. Therefore, it is chosen in Figure 3H to leave out the formal ‘problem’ and ‘design’ elements in the social causes block defined in the previous section (Figure 3F), and confine the figure to a ‘model’ that does not describe the decision process itself, but only the two decision process inputs and their context: actors decide on the basis of what they see as their options for action and the motivations they have for these options. These options and motivations are in their turn embedded in a context of structure and culture (markets, power relations, available technology, environmental knowledge, world views etc.).

We now arrive at Figure 3H that summarizes and formalizes the social causes structure of the environmental problem. It has an intermediate complexity in the sense that it is in-between the ones drawn up till now and the elaborated version of Chapter 5. The figure has been arrived at by dropping the ‘design’ element from Figure 3F (being too voluntaristically biased, as if people are designing actions all the time) but retaining the environment and environmental problem which indicate the recursiveness of the emic and etic perspectives, then mixing it with Fig. 3B and adding the ‘sub-activities’ and ‘actors field’ concepts.

The dashed-line elements below the ‘activity’ (=action) indicate optional subdivisions. Sometimes it comes in handy to separate the number of actors and the intensity of activity per actor, sometimes it does not. Sub-activities are sometimes important to analyse, sometimes one lumped activity suffices. Sometimes there are only one or two relevant actors or actor categories, sometimes a complex actors field has to be investigated. Each actor or actor category has of course its own options and motivations attached, as well as its own perceived background structure and culture (which may largely overlap, if actors live in the same place).
Figure 3H
The action(or activity)-in-context structure of the 'social causes' element of the Problem-in-Context framework
'Environment' and 'environmental problem' are parts of the social background of options and motivations, highlighted here in order to keep track of the fact that they indicate the *emic* environment and problem (environment and problem in the actors' eyes). Everything, after all, in the social causes block has that character, also the feedback lines that indicate the activity's consequences on social backgrounds, and on the actors' environment more specifically.

The dotted lines indicate the rest of the problem-in-context picture, in which the activity starts off the effect chain of the normative observer's ('etic') environmental problem, and in which activities, actors, options, motivations and backgrounds become interpreted as the social causes context of the normative observer's environmental problem.
3.9 Formalizing The Environmental Problem

This section does the same with respect to the 'environmental problem' block of the problem-in-context picture as did the preceding section with respect to the 'social backgrounds' block. First, we will take a formalizing look at the 'final variables' at the top of the problem block. Then, the structure of the vertical chains running downward will be conceptualized with more precision. Finally, arriving at the bottom of the problem block, the concepts of 'activity' and 'environmental capacity', will be clarified, as well as the position of the environment itself in the environmental problem.

**Final variables**

The concept of final variables has been defined in Section 3.3 and Section 3.6 as: *the variables that normally need no further normative justification*. They are the variables, in other words, in terms of which we may normally assess the impacts of environmental processes without having to explain further why these impacts are good or bad. In the preceding sections, these three types of impacts have loosely been generalized as impacts on health, economy and ecology. This is a bit too loose, however, for a real conceptual framework.

As has been found in Section 3.4, the problem-in-context framework allows for any set of values to be used as input for the problem analysis; the values and views of farmers associations, environmental pressure groups, government agencies or environmental science itself all yield different results through the same framework. This study will proceed, however, with the final variables which I hold to be those of environmental science's own mission. As will be shown shortly, these values largely coincide with those of (Dutch) general environmental policy.

Basically, the three categories of health, economy and ecology only have to be renamed and specified to reach a conceptual structure of exhaustive and mutually exclusive final variables. In order to arrive at that structure, two values may be assumed to be intrinsic, namely, the intrinsic value of human life and the intrinsic value of nature (nature's own right to exist, independent of its functional values for humankind). Concerning the human values, the value of *health* may separated from the value of *other human well-being*, which may in its turn be divided into economic values and more cultural values, e.g., the recreational value of nature. Nature's *intrinsic value* can be assessed by two families of criteria: diversity and naturalness (integrity, authenticity). These criteria may be applied to all system levels of nature in which we may recognize intrinsic value, e.g., species, ecotopes ('ecosystems') and geotopes ('landscapes'). This way, we follow a Dutch core document of environmental
policy, the 'Plan for the Integration of Environmental Management' (PIM, 1983), in which it is laid down that

"Integrated environmental policy is the protection and the improvement of the quality of the (physical) environment as a condition for human health and [other] well-being, as well as the protection of ecosystems, nature and landscapes, for human use but also out of respect for nature as a value in itself". (Italics added)

It may be noted that this set of final variables does not follow the World Conservation Strategy (IUCN, 1980) and 'Our Common Future' (WCED, 1987) which recognize human values only. In 'Caring for the Earth' (IUCN et al., 1991) we see nature's intrinsic value re-installed.

As has been touched upon in Section 3.6 and will be elaborated further in Chapter 8, values are not necessarily confined to humans and nature separately; value can also be recognized in harmony and intensity of their relationship. Although I think this is a desirable addition to the final variables set, it is certainly less widely recognized, and it is therefore put between brackets in Box 3.2.

The concept of sustainability of course also belongs to the final variables set, but it is of a different conceptual order from those above. The latter are 'time-free', so to speak, and sustainability adds the time, especially the long term, element to each of them. Farmers incomes, for instance, are not only relevant as they are now, but should also not be undermined by slow erosion or accumulation of heavy metals. The (human, functional) value of nature as a gene pool for future medicines and crops is typically a final variable that comes to life through the sustainability concept. Box 3.2 summarizes the exploration; Figure 31 (top) visualizes it. Drawn in there too is the wider context of the final variables, the research of which is normative contextualization, following Section 3.6. Chapter 4 as a whole goes deeper into the final variables and allied concepts.

Box 3.2

**FINAL VARIABLES**
for environmental science are effects and norms in terms of:

- human health
- other human well-being
  * economic
  * cultural
- well-being of nature
  * diversity and naturalness
  * of species, ecotopes and geotopes
- (harmony and intensity of people-nature relations)
all of them for now and future generations (sustainability).
Chains and boundaries

The second issue of this section is the general structure of the vertical chains in the environmental problem block. In the reservoir siltation and the forest acidification cases (Figures 3B and 3C), we have noticed that several arrows of causes, effects, and norms go outside or come from outside of the environmental problem boundaries. What do these arrows indicate and what are their conceptual consequences?

First, it may be clear that the number of arrows going to or coming from outside is largely a matter of how the environmental problem has been defined. If we study, for instance, the impact, explanations, and possible solution of PCB-emissions in relation to a number of fish-eating fresh-water animals, we work with fairly narrowly defined chains of causes, effects, and norms, and much of what we will study will 'go elsewhere' or 'come from elsewhere'. The PCBs will, for instance, have effects on other ecosystem components and travel also to the sea. And the decline of the animal populations will also be caused by non-PCB factors, from outside our problem situation.

Figure 3I depicts the 'weaving in and out' pattern that generalizes this. It is a generalized, arbitrary slice of the environmental problem block of the problem-context framework. The figure is confined to only one step in the effects and norms chain, so that the abstract terms of 'causes' and 'effects' could be used. 'Causes' are of course effects in relation to underlying causes, and 'effects' act as causes in relation to effects further up in the chain. Analogously with the norms, 'higher norms' are derived from still higher ones and 'derived norms' act as higher norms for derivation further downward.

By way of illustration, we may again take 'Dutch PCB emissions' as the cause and take the otter population as the final effect variable. Then, the first 'in-problem' effect is the Dutch fresh-water PCB concentration. This concentration has other causes too, however; 'weaving-in' are, for instance, the German PCB emissions in the Rhine. And the Dutch emissions have other effects as well; 'weaving-out' are their contribution to the marine PCB concentrations.

The figure is almost symmetrical; the norms-side mirrors the effects-side, except that, as a consequence of the reversed direction (causality) of the vertical arrows, divergence at the effects-side turns into convergence at the norms-side. On the effects side, taking Dutch PCB emissions as an example, effects diverge from the PCB emissions to the 'in-problem' effect of the fresh-water concentrations and the 'other effect' of the marine concentrations. At the norms-side, a norm for Dutch PCB emissions is determined by the convergence of what may be derived from the norm concerning the 'in-problem' fresh-water concentrations and from the norm concerning the marine concentrations; of course, the lowest of the two should be taken, because that one is limiting, or 'critical', as Ortolano (1984) puts it. Reversely, a convergence of two causes into one effect results in a divergence of one norm in terms of an effect into two separate norms concerning the two causes.

Udo de Haes and Van der Voet (1987) show that the divergence of one 'higher' norm in two or more lower ones may crop up as an unexpectedly political aspect in
Figure 31
Basic structures in the environmental problem element of the Problem-in-Context framework. Visible at the top are the final variables of environmental science. The flashes denote the fact-value discrepancies. On the left, the causality runs upward in chains of causes and effects; on the right, the causality runs downward in chains of higher and derived ('lower') norms. If an environmental problem is defined by specifying more than one element in the norms or effects chains, relations with 'outside' facts and norms weave in and out across the problem boundary.
a norm derivation study. For the support of court decisions concerning the establishment of new pig farms in the Netherlands, Udo de Haes and Van der Voet calculate a maximum allowable number of pigs in a region (conceptually: a carrying capacity), on the basis of the acidifying effect of pig manure (because of its emission of ammonia). Starting from a higher norm of a maximum allowable acid deposition of 1600 mol H\(^+\) per hectare per year and applying data on deposition velocities, they work downward in the norms chain to a maximum allowable ambient air concentration. Then, applying a distribution model, they work further downward to a maximum allowable ammonia emission and finally, applying data of ammonia emission per pig, to the maximum allowable pig numbers. So far, this is a straightforward norms derivation. The snag, however, is that the acid deposition is not determined by ammonia emissions only, but is a determined by a convergence of factors that also include acidifying SO\(_2\) and NO\(_x\), caused, among others, by traffic and industry. Therefore, the norms diverge; one cannot allow agriculture, traffic and industry to each 'fill' a norm of 1600 mol; the 1600 mol has to be apportioned, sharing out some portion of the 1600 mol to each of the three sectors. Alternatively, if a European-scale acidification model is applied to derive a emission standard for Europe as a whole, the norm could be apportioned first between countries and then between sectors.

Arriving at the bottom of the environmental problem block, the concept of 'activity' (or 'action') requires some formalizing attention. Its definition is simple; 'activity' refers to everything actors do to the environment or, to say it more formally, everything that crosses the boundary between the actors' intentions and the environment. Activities may therefore be quite small-scale, singular phenomena, such as a single actor weeding a field, driving a car or drilling a borehole. These singular activities may be generalized as weeding, driving or drilling by categories of actors; they then rise in scale but stay singular. Other activities may be complex systems in which singular activities act as elements, e.g., the running of a refinery plant, the implementation of a provincial drinking water strategy or the carrying out of a multi-crop farming system. In these cases, it is often useful to analytically decompose the activity into more singular 'activity elements' that link up to known dose-effect relationships (e.g., De Groot, 1985, concerning a drinking water strategy, decomposed at three system levels). Figure 3J shows this by the optional, dotted-line box attached to the 'activity' element.

Of more substantive importance, the conceptual analogy of processes and products may be pointed at, that is of special relevance for the pollution problem field. The term 'activity' has a tendency to focus research and policy on how things are being produced, but a focus on what things are being produced and what materials they are composed of may result in more cost-effective pollution policies. Van den Berg et al. (1986) indicate, for instance, that technically easy shifts toward more environmentally friendly product alternatives and product compositions for industrial lighting, car

---

8 Care should be taken that the higher system level characteristics are set aside first, before listing the component activities; see Section 4.3.
paints, milk packaging and other product types result in a 50 per cent reduction of emissions to soil, water and air.  

As Guinée and Huppes (1989) show, a product may be treated as an activity by breaking down its life cycle into a series of stages that starts with the mining of the primary resources and ends with the product disposal. These stages all result in emissions that may be fed into the problem-in-context picture analogously to the emissions of activity components. In the social causes block, 'options' and 'motivations', when applied to products, become the functionally equivalent product alternatives and the market motivations of sellers and buyers, respectively. Consequently, Kortman and Muis (1990) state that a market ('social causes') analysis should usually accompany a product impact study (the product's 'environmental problem' assessment). A further analogue is that for products, the multiplication of 'activity per actor' and 'number of actors' becomes the product's composition and number of products sold, respectively. Thus, a problem-in-context analysis and design for a product-oriented pollution policy may be carried out as any other.

Environmental ('carrying') capacity

The last conceptual issue to be tackled in the present section concerns the position of the environment in the problem-in-context framework and the 'environmental capacity' concept in particular.

Concerning the former, it may be asked why the environment is drawn in the right-hand corner of the problem-in-context pictures. Are not environmental parameters also found all over the central, environmental problem block, determining all the upward and downward chains of effects and norms? This is indeed the case. The deposition velocity of SO$_2$ from the air to the soil, to mention only one example, is used as a dose-effect relationship to step from ambient air SO$_2$ concentrations to SO$_2$ depositions in acidification effect chains. In the inverted form of an effect-dose relationship, it is used to step from maximum allowable depositions to maximum allowable ambient air concentrations in the normation chain that runs parallel to it. The deposition velocity could therefore be drawn in the problem-in-context picture as a co-determining factor, in-between the SO$_2$ deposition effect and the ambient SO$_2$ norm. This has been avoided, for the simple reason that it would then be visually in the way of the 'problem flashes', the discrepancies between facts and values that make up the environmental problem's backbone; better visualize these than the dose-effect relationships that nobody will overlook anyway. In order not to arrive at a picture without environment explicitated somewhere, the dose-effect relationships and all other

90 In the Netherlands, 'product-oriented' policy has become distinguished from the still more usual 'process-oriented' pollution policy. Both are source-oriented, but the first targets on what is produced (leaving aside how this is done) e.g., through product quality or labels, and the second targets on plant emissions, leaving aside what enters or leaves the plant through the gates. The policy instrument of 'substance deposit money' proposed by Huppes and Kagan (1989) is a recent result of product-oriented thinking.
environmental properties have visually been lumped as 'physical causes' in the right-hand corner, thus emphasizing the more fundamental, basic ecosystem characteristics. Environment as a whole, however, continues from there 'under' the whole of the environmental problem block, as symbolized by the shape of the physical causes block in Figure 3J. This, as we have seen in Section 3.7, is the 'environment of the problem analysis', not the 'environment of the actors'.

Many dose-effect relationships express not only natural ecosystem properties, but are co-determined by human action on the ecosystem. The SO\textsubscript{2} deposition velocity, for instance, is largely natural, but co-determined by human releases of ammonia, that 'catches' SO\textsubscript{2} from the air (Van Breemen et al., 1983). We have already used this phenomenon as a source of inspiration for identifying options for solutions. Thus, every element in the problem block is in fact determined by three types of factors: (1) the lower direct cause in the effects chain or the 'higher' norm in the norms chain, (2) natural environmental properties and (3) man-made environmental properties. This has been visualized at the only place in the final problem-in-context picture (Figure 3J) where I found it important enough to trade off against the increased complexity: at the environmental capacity element. Environmental capacity, having accumulated many environmental dose-effect relationships in the course of its derivation from the final variables, has a tendency to look like an intrinsic ecosystem property, and is often treated as such. One example of its triplicate determination may suffice here.

Imagine a stretch of environment that could be either semi-natural forest or grassland. Then, what is its environmental capacity. First, the assessment requires an assumption of which of the two land-use possibilities the carrying capacity should refer to, in other words, the land use aim. If the environment is to be forest land, a carrying capacity in terms of cattle per acre is senseless. Secondly, this aim has to be specified in more detailed objectives. For instance, should the forest serve a nature conservation objective? Then, the carrying capacity should be in terms of, for instance, allowable number of tourists per day. And what are the priority species to be protected? If these are hornbill birds and orang utangs, for instance, a high percentage of old-growth, large trees and very little disturbance should be provided for. The allowable number of tourists per day then is lower than if the diversity of plant species would be the key objective. Hence, different normative emphases in the final variables (different 'value inputs') yield different carrying capacities.

The same may be seen from the line of reasoning connected to the alternative grassland use of the environment. If (and only if) we specify that the only value the place should serve is food production by means of cattle, and if we treat soil fertility, cattle breed etc. as given, a carrying capacity in terms of maximum number of cattle per hectare may be calculated. But still then, this carrying capacity will be different if we put in either a maximum-production or a risk aversion strategy, with respect to the food production which is also a value decision. Moreover, if the area is a vulnerable watershed, its carrying capacity may very well be lower if we also apply supralocal values concerning erosion and the area's hydrological buffer capacity.

In many cases, carrying capacity calculations often attempt to go one step further, also specifying the 'allowable' number of people in the region. Another value-input
then co-determines the result, namely, the income these people are supposed to earn. The same number of cows that may support ten subsistence pastoralists may suffice for only one rich rancher. Here too, different values (aims, minimum allowable incomes etc.) result in different environmental capacities. Because of its co-determinedness by the 'value-input', environmental capacity is a normative concept, a standard like any other along the norms chain. Forest management practice and fertilizer application are obvious examples of human influences on the forest and grassland capacities; soil types and processes are examples of their natural counterparts. In Figure 3J, the latter, non-normative influences have been analytically separated in 'primary environmental capacity-determining factors' and 'the ecological basis'. This reflects the pathway of progressive contextualization, repeatedly asking the where-does-that-come-from question. With respect to the grassland capacity, for instance, primary factors are the available soil moisture, soil phosphorus, or whatever factor is 'in the minimum'. Taking available soil phosphorus as an example, this factor is in its turn determined by the fertilizer gift, the mineralisation of leaves and dung and the available phosphate stock in the grass root zone. One explanatory step further down, one finds the number of deep-rooting trees that bring phosphorus up, the rain that leaches it down and the mother rock characteristics, thus probing into the 'ecological basis' that we may bring into the study to the degree and in the way set by the study's overall objectives and the foregoing problem analysis.

In Figure 3J, the dashed lines indicate the optional separation of environmental capacity into (1) environmental capacities in terms of number of actors (farmers, tourists, car drivers etc.) and (2) in terms of activity per actor (cattle per farmer, disturbing activity per tourist, kilometers per car driver, etc.), analogous to the first subdivision at the activity side. If the 'activity' stands for products brought on a market, the distinction of course becomes the allowable number of products (pertaining to 'volume policy') and product quality standards (e.g., the allowable cadmium content).

A formal definition of environmental capacity may round off the present section. Baldwin (1985), although without giving it a name, uses a typical pollution-field version of the concept: "The ability of the natural environment to accept wastes and pollutants without significant damage to social or ecological systems". Here, the value component is expressed by "without significant damage", while the final variables concern "ecological and social systems". My own definition basically complies with Baldwin's, although the applicability is broadened, the final variables more specified and without 'systems' being necessary (for the well-known reasons and because individuals also count). Thus, the concept may be defined as:

environmental capacity (or carrying capacity) is the allowable intensity of an activity (either putting things into the environment, taking things out of it or directly changing the environment's structure), derived from norms in terms of sustainable health, other human well-being and intrinsic value of nature, and co-determined by human inputs and natural properties of the environment.

As has already been remarked in Section 3.3, the human input is here treated as given. If we do not, it becomes part of the activity we may calculate the environmental
capacity of. Fertilizer input may thus be treated as given, or we may calculate the minimum input that ensures sustainability of yields (the typical Third World case), or we may calculate the maximum input that prevents nitrate or phosphate pollution (the typical industrialized world case). Environmental capacity is in the majority of cases a maximum the environment can handle sustainably; sometimes, it is a minimum the environment needs to sustainably perform its functions or support ecosystems of high intrinsic value.

In Section 3.3, we have encountered the concept of human carrying capacity. Semantically, this should be a specified version of general environmental capacity as defined above. It may be defined as:

human carrying capacity is the maximum number of people that can make a sustainable living off the land, with an allowable income and allowing space for biodiversity.

'Living off the land' here is specified as the activity the human carrying capacity is about. This complies with current usage (e.g., Mahar, 1985; Proctor, 1990; Daly, 1990); for an approach that includes also industrial activity, energy and so on, the Annex of Chapter 4 may be referred to. Primitive as the agricultural focus may seem, it emphasizes what, alongside with biodiversity, is probably the world's most fundamental environmental problem: the loss and degradation of productive ecosystems and soils.

'Living off the land' is to be understood as including external energy inputs (e.g., fertilizer). This is not only practical but also fundamentally sound, because energy is not one of the world's fundamental environmental problems (ref. the Annex of Chapter 4). At the same time, however, 'living off the land' should be taken without external economic subsidies; the farming system itself has to provide for the income to buy the external inputs. Even Sahara rocks, after all, can yield crops if subsidized heavily enough, and too many countries in Africa have once been presented as the continent’s grain shed without specifying how much this would cost and who was obliging to pay. This implies that sensible assessments of human carrying capacities can only be based on first specifying farming systems, existing or potential, that are both sustainable and economically feasible, 91 i.e., providing for the expenditures on inputs and the income a farmer or herdsman needs (on top of his own subsistence harvest, if any). Once such a basis is provided, the human carrying capacity is calculated simply as the inversion of the number of hectares a farmer needs to earn a specified (e.g., basic needs) income. Human carrying capacity assessment then becomes, as it should, mildly dependent on food and input prices and on agricultural infrastructure, and heavily dependent on soil quality and the ecological quality of the farming (or cattle, or fishing) system.

The human carrying capacity concept is often used in attempts to assess whether a region or a country is overpopulated. Even when calculated in the conceptually

91 Thus including the necessary expenditures on sustainability, e.g., fallows, terrace maintenance, manure recycling and (typically for Western-world systems) measures to prevent ground water deterioration and on-farm biodiversity loss.
sound way, however, human carrying capacity is only half of the story, notably the agricultural one; industry and services add the other half. They may cater for the majority of the population without, as the Annex of Chapter 4 shows, adding to unsustainability. They may earn the funds necessary for themselves to be sustainable (e.g., preventing toxic emissions), as well as pay the agricultural prices that may allow the agricultural sector to invest in its own sustainability. Thus, even a place like Hong Kong is not necessarily overpopulated. Summarizing we may say the following. (1) A country is unsustainable if it does not pay for its (urban and rural) sustainability, e.g., too busy making war or bathing in luxuries. (2) A country is overpopulated if it cannot pay anymore for its sustainability. Almost the whole world is in category 1. Driven, inter alia, by the greed of their elites, the international debt burden and church ideologies about child numbers, more and more countries are entering the second.
3.10 Problem-In-Context Summarized

A shortest possible version of the problem-in-context framework has already been given in Section 2.5. The present section aims to give a medium-size summary, mainly for reference purposes, connected to Figure 3J. Because of this purpose, the language is formal; anyone who has read the preceding sections may skip this one, since it does not add new information or structure with respect to the material already given or to be given in later chapters.

Problem-oriented environmental science belonging to the family of disciplines with a primarily normative aim, environmental problems, not people-environment systems, are its core object. Its theory is substantive theory about, and epistemological theory for, the analysis, explanation and solution of these problems.

Environmental science is an interdiscipline, with potentials to grow into a (high-level) monodiscipline different from the sum of the environmental specialisms because environmental problems and their solutions as a whole are more than the sum of their parts. The degree to which environmental problems and solutions can be studied and designed in the interdisciplinary or monodisciplinary way (largely coinciding to with the degree to which they are study-able and designable at all) depends on the strength of integrative environmental science theory (framework, concepts, models etc.).

Environmental problems are built up as discrepancies between how the world is ('facts') and how it ought to be ('values', 'norms'), as recognized by a normative observer (government, societal actors, environmental science itself or some 'participatory' mixture). The most binding problem formulation is a discrepancy in terms of the 'final variables' that, as is implicit in environmental science's mission, express facts and values of human health, other human well-being (economic and non-economic, such as wilderness solitude) and the intrinsic value of nature; of the latter, diversity and naturalness (integrity) are the core criteria. The concept of sustainability adds the long term aspect to all final variables.

As in any problem formulation, facts and values have equal 'ontological status' in the problem-in-context framework. Both are subjective interpretations (of the outside world and the inner world, respectively), and both become objectified in scientific and social debate following their being put on paper.

Close to the final variables, the environmental problem is described in terms of impacts and impact norms. One step closer to the activities that cause the environmental problem lie the facts and norms in terms of the functions of the environment and in terms of environmental variables. 'Source-oriented' problem descriptions speak in terms of activities and their norms counterparts (environmental capacities, of the 'activity' and 'human' type). On the effects-side, the causality runs upward from activities to final variable impacts. On the norms side, causality runs downward, 'lower norms' being derived from the final variable ('intrinsic') values. Describing this full structure is the analysis of an environmental problem (or problem complex or
Figure 3J
The Problem-in-Context framework: the analysis, explanation and solution of environmental problems in a single structure for theory building, education and research. Section 3.10 is the full legend.
problem type). More partial research types are, *inter alia*, effects analysis and normation.

*Explaining* an environmental problem implies its contextualization in three directions:

1. Normative, investigating the grounds on which we hold and operationalize the final variable values the way we do.
2. Physical-scientific, investigating why the environmental capacity is not larger than it is.
3. Social-scientific, investigating why actors (decision-making social units) carry out the activities the way they do.

In all the directions, the contextualization may be 'progressive', that is, searching wider and deeper step by step, led by considerations of relevance. These considerations may vary widely, depending, among other, on whether the research is meant to be directly applied or a more fundamental exploration. Ethics, physical science and social science are the 'leading sciences' in the three respective directions, but mutual support will often be helpful.

It can be shown logically and empirically that the social-scientific explanation holds the full concept of people-environment system (albeit without systems assumptions being necessary), thus including the actors' own (EMIC, explanatory) interpretation of the environment related to their decisions. In problem-oriented research (and possibly any research), people-environment systems may best be 're-written' and studied the action-in-context way, which implies:

- identifying the actors behind the problem-relevant activities
- identifying the options they may choose between and the motivations attached to these options
- identifying actors and factors influencing these options and motivations
- and the wider cultural and structural phenomena in which these are embedded.

Technical, social and spatial options ('building blocks for possible solutions'), both in the actors opinions ('emic') as of the normative observer ('etic') are identified during the course of the analysis and explanation, marking the cross-over to designing research. This research type is also fed by the facts and especially the values that also gave rise to the problem analysis. Design in the stricter sense is the selection and combination of options to form the higher system level of a plan, a policy or a project; evaluation (impact assessment, cost-benefit analysis etc.) normally follows it. Analysis, design, explanation and evaluation are often carried out cyclically. In most practices and textbooks, however, the ethics, social science and design methods needed to carry out integrated research on a balanced level are sadly missing.

The Problem-in-Context framework is valid for all types of environmental problems and modes of research, and able to guide specific studies, generalized 'problemologies', theory exchanges or curriculum design. Its applicability is restricted, however, if and insofar:

- the fact/value discrepancies have the character of a (positive) opportunity instead of a (negative) problem
- the normative observer does not want to be rational.
The first restriction is partly counteracted by staying on the look-out for 'opportunity options'. The second restriction is partly counteracted by staying alert concerning 'implementatory conditions'. In Figure 3J, the restrictions are visualized by the little clouds, symbolizing outside sources of knowledge and surprise.

The Problem-in-Context framework can be shown to be logically recursive, the 'social causes' holding a complete representation, in endless regress, of the problem-in-context picture as a whole. This arises from the fact that the framework is reflective ('noospheric'), i.e., putting on paper the structure and the result of the reflective act, investigating what might be wrong in the world, why this is so and what might be done about it. By the same token, two well-known research types show up as extremes within the framework: 'shallow normative science', largely coinciding with what is usually called environmental management and planning, and empirical people-environment systems research. Through the Problem-in-Context framework, research and education can draw from both worlds, interconnecting them on a single conceptual plane.
3.11 Designing Research

In the literature, the term 'decision-making' is used in two senses: a narrow sense referring to the choice process only, and a much broader sense that includes the whole sequence of problem analysis, design, evaluation and choice (e.g., Quade, 1975). Likewise, the term 'design' is used in a narrow sense (the 'formulation of alternatives' or equivalents) and in a broader sense, that includes also the problem-analysis and evaluation (e.g., Hoogerwerf, 1984). The Problem-in-Context figure 3J follows the *pars pro toto* tradition; 'design' is used as an umbrella term for design and evaluation.

This section focuses on design (or: 'designing research') in its narrow meaning; evaluation will get some attention at the end of the section and more fundamentally in Section 4.9. Design in the narrow sense is defined as the *selection and combination of options to form the higher system level of one or more possible solutions*. This process is fed and guided by facts and values, identified in the preceding problem-analysis and problem-explanation. The options are usually also identified in the course of the problem-analysis and problem-explanation but may also, as explained in Section 3.4 with respect to opportunity-driven design, have jumped into existence out of 'nothing'. Other terms for options are "potential plan elements", "building blocks for solutions" or "components" (Alexander, 1982). The 'possible solutions' of the definition may be technical designs, but more typical in environmental science, they denote more general plans, policies, projects, strategies or other courses of action, by government agencies or self-organized actor groups. The design principles to be explicated in this section remain the same irrespective whether options or possible solutions are of a technical, social, cultural or (as they often are) of a mixed character (Alexander, 1982).

Relevance, nature and range of design

As Lichfield et al. (1975) and Marchand and De Groot (1986) assert, any evaluation and choice cannot be better than the quality of the alternatives to be evaluated. It is therefore unfortunate that designing research is very much a neglected research type. Concerning government planning practice, Steiner (1975, p. 351) writes that "a most serious and probably warranted criticism of government agency decision procedures is that they tend to devote little or no effort to generating the alternatives among which they choose", which causes, according to Steiner, "large losses in efficiency". Concerning general planning theory, Alexander (1982) observes that the literature usually "dismisses the design of alternatives in a sentence or two prior to focusing on their evaluation".

Environmental management and planning literature forms no exception to this general rule. Wathera (1988) simply says that "intuitive methods" should be used for the development of plans. Baldwin (1985) enumerates options for solutions in fields
such as water pollution, energy resource management and waste management, but the question of how these options should be selected and combined into plans is reduced to imperatives like "one must convert goals and policies into action proposals" and "the planning staff, in conjunction with public administrators, experts and citizens, should analyse the implementation tools and strategies" (p. 82) and "strategies should be developed" (p. 124). Ortolano (1984), in spite of the title of this book 'Environmental Planning and Decision-making' is even more exclusively devoted to (physical-science) models and evaluation. How the policies to be evaluated actually come into being is left in the dark.

Also in the Netherlands, the literature (e.g. Heuer, 1980) complies with Alexander's observation of the neglect of design, even if titled, for instance, 'The Design of Public Policy' (Hoogerwerf, 1984) or 'Planning Methods and Techniques' (Pols and Voogd, 1989).

Taking a look at environmental science more specifically, it shows that the attempt of Udo de Haes and Saris (1984) to draw attention to 'integrated policy studies' (in which design is the core activity), remained an isolated phenomenon in a sea of analysis and evaluation. Dutch government-sponsored research programmes are still largely restricted to physical-science modelling, even when called "integrated environmental research" (Zoeteman and Langeweg, 1988).

This section can of course only shed a very modest light in the gap created by the neglect of design in the general literature and in environmental science research. Yet, by showing some general design principles I hope to make design theory more accessible for further study and application. Doing so, I will rely on the fact that, as is the case with the epistemology of any other type of research, design theory builds upon common-sense, natural faculties. To mention one example, the daily life activity of making a holiday plan is also the selection and combination of options (places to go, things to do, modes of transport etc.), led by facts (maps, weather expectations, prices etc.) and values (fun, peace, spiritual enrichment etc.), to form the higher system level of the holiday plan.

Design thus being nothing special or esoteric, why then do methodologists so obviously keep their hands off it? This, I think, is largely because, unlike analysis and evaluation, it cannot be fit into the deductivistic mainstream idea of what is scientific.

A system that is taken apart into two or more separate elements looses one or more of its 'system properties'. A clock, for instance, does not tick or show the time anymore after being disassembled. Reversedly, if you put two or more things together, you create a new Gestalt with new, 'emergent' system properties. And since it is very rare that a single option can be declared a proposed solution, design typically involves

---

92 An exception is a sieve analysis method presented to solve location problems.

93 More than 90% of the space in these texts goes to information systems, analysis of policy goals, analysis of spatial flows, mathematical evaluation techniques etc., in other words, analysis and evaluation, not design.

94 See De Groot (1989b) for a comment on Zoeteman and Langeweg's view.
the combination of options into something new, and therewith the creation of properties that were not there before. As we will see shortly, these properties are usually the most important characteristics of a design. Designing research, in other words, is essentially and very visibly an inductive research process, from which a creative, 'pattern-finding' element cannot be removed.

Induction (in designing research but in empirical research too) implies that the research result can never be proven to be the best result possible. Any inductive research, regardless of its sophistication or budget, runs the risk that some outsider may look at the research result and see a solution that is better, also when the outsider applies the same facts and values as those upon which the design has been built.

Everybody who has been involved in empirical research knows that most of this research proceeds the inductive, 'bottom-up' way: researchers try out which data transformations, correlations etc. 'work'. To publish these results, however, one has to fit into the deductivistic mainstream and report a 'reconstructed logic' out of which the pattern-finding trials have been removed: the 'testing' rhetoric. If reporting an inductive research strategy cannot be avoided, the induction has been made acceptable by covering the creative element under a blanket of high-tech and high-mathematics methods, for instance, computerized cluster analysis. Popper may have said that science proceeds by "conjectures", this is not the way Kuhn's "normal science" plods on.

It is no wonder, then, that methodologists shy away from something so visibly inductive as design. It is striking that when they do treat design methods, they usually either (1) suggest that some deductivistic, 'top-down' approach is possible (e.g., dividing policy objectives into ever more specific sub-objectives and sub-sub-objectives95, or (2) mention only the high-tech and high-mathematics approaches of computerized permutations and optimalisation (e.g. Pols and Voogd, 1989).

All this has severe practical consequences. Concerning empirical research, it gives rise to perpetual difficulties in interpreting reported statistical levels of significance, for instance96. Concerning design methods, students and researchers are either led astray or are offered methods at a level of sophistication that can never be reached in practice. I know of only one environmental design process supported by mathematical design techniques (De Groot, 1985), and that happened to be a case unusually accessible to quantification. Forester (1989), Landy et al. (1990) and Schoof (1988), who studied urban planning, EPA policy making and Dutch environmental planning, respectively, mention not a single sophisticated case. As a result, researchers fall back to unsystematic common sense approaches, never to be accounted for in their policy documents and resulting in Steiner's "large losses in efficiency". For this reason, my treatment of designing research will lie at a level between unsystematic common sense

---


96 If you try out 100 correlations, you can't help finding at least one with a 5% level of significance, even if your data are completely random. Now, if you report this correlation as a successful deductive test of a hypothesis, who will endorse your finding? Most referees will.
and irrelevant sophistication; it will be, I hope, enhanced, reflected, improved common sense and common practice.

The term design is often associated with a fairly restricted field, both substantively and epistemologically, namely, the development technological things by researchers working in more or less splendid isolation, on the basis of a more or less clear-cut terms of reference. As has already been briefly indicated, design is a far more general phenomenon. Substantively, complex laws and regulations, spatial zoning plans, military strategies, research programmes and financial policies are all designed (or: 'formulated', 'drafted', 'developed' etc.) one way or another. They all share the basic characteristic of being systems with system characteristics that have emerged by the selection and combination of lower-level options, and the same design methods and problems essentially apply to them all. In order to more fully come to grip with the range of application of design approaches, the 'design field' may also be described in terms of a number of more epistemological dimensions.

A first dimension is a scale that runs between the extremes of the design of a brand-new policy or project (say, a new incentives system or a big land reclamation project), and the day-to-day adjustments of 'incremental' planning. Most environmental design situations lie somewhere in-between.

A second dimension is the well-known scale that runs between the extremes of "rational planning" and "the politics of muddling through" (e.g., March, 1982). This scale is in itself a mix of three oppositions, namely, of ideal versus real, of transparency versus insecurity and of planning rationality versus self-interest. At the "rational" extreme, the oppositions are mixed so that there arises the ideal model of transparent planning (i.e., researchers knowing all facts and values) and decision-makers diligently sticking to their democratic responsibilities. At the "muddling-through" extreme arises the claim that in the real world, planning is done by researchers groping in the dark and decision-makers scheming in the arena of "uninhibited pursuit of selfish objectives" (Landy et al., 1990). Most design situations, of course, lie somewhere in-between; Section 3.4 has already gone into the dangers and remedies of naive rationalism, i.e., a too idealistic assessment of the context and role of a designing research assignment.

A third dimension is the "depth", as Chapter 6 calls it, of the participation of target groups in the design process. Here, it suffices to note that the scale runs from the autocratic (researchers-do-all) position to the support of self-help, and that 'target groups' may denote the general public, decision-makers or anything in between.

Lastly, there exists a scale of designing research types that runs between the applied designs on the one hand, and the more pure, theoretical exercises on the other. Although the directly applied studies are of course far more numerous, also the more general, more fundamental, more 'testing', more explorative and more utopian designs are a rich and relevant field, for which the universities, in my opinion, have a special responsibility. In Annex 1.II, Norman's effort to find the Essential Bicycle is an example of general, fundamental design work. Designs of a post-materialistic society (Steenbergen, 1983b), of low-energy economies and even blueprints for survival
(Goldsmith, 1972) play an important role to focus public debates. Countless 'ecological' houses, on paper and in reality, test and demonstrate advanced design ideas. Recently in the Netherlands, the exhibition 'The Netherlands As Design' showed long-term images of the country, based on four alternative world views. De Groot (1988c) explored the physical planning consequences of the partnership-with-nature world view for the Dutch lowlands.

Needless to say, the position of a particular design study in this wide variety of design situations has consequences for the choice of design methods and accompanying communication strategies. We may turn to Forester (1989) for an illustration. He distinguishes between five design situations, on a scale that largely coincides with the scale between the "rational" and "muddling-through" extremes. Forester’s most muddled situation is called "Rationality Bounded by Structural Distortions" of communication and power relations. This situation calls for "strategies that anticipate and counteract structural inequalities (...). Some strategies focus on the regulation of capital (...). Others seek to empower the disenfranchised (...). Still other strategies seek political restructuring (...). (p. 62). Since most people in power will not be eagerly awaiting political restructuring, this situation will probably have many special features with respect to research tactics and ethics. Yet, designing research it still is.

Design techniques

In the following, I will first concentrate on the common core of design epistemology by way of an informal example; then a number of design methods will be enumerated, and finally I will focus on the 'value input' of the design process. In the example, the options are literary 'building blocks' for solutions.

Imagine a fairly large and high lecture room and a group of students that has been given the following task: "Make a design to put this thumb tack into this high ceiling". How will the students approach this task? Everybody will start looking around for options, and chairs and tables will be immediately identified as such, based on a basic design idea to build a pyramid on which somebody may climb up to put the thumb tack in the ceiling.

During the period that the details are sorted out, some students might develop hesitations about the quality of the basic design idea. Isn’t the pyramid a too cumbersome, un-elegant solution? Have all the potential options really been identified?

"A balloon!" ventures someone who has come into the right mood, but this option is voted down immediately. An other student proposes: "We should be able to do something with a stick or something .... Look! Let’s take that long pointer over there. We loosely attack the thumb tack at the end, pointing upward, with a bit of adhesive tape .... Like this .... See, if you now hold the pointer at the other end, you can bridge two more meters in a second, and without danger that you fall down!" This option is adopted without further discussion and it turns out that a construction of four
tables, on which four chairs are put to support one other table, on which one chair is put in order to carry a tall student with the pointer, can bridge the 6½ meters to the ceiling.

In this informal design process, knowledge of numerous facts has been applied, although this knowledge has been so common sense that it went without saying. Everybody knew, for instance, that the tables and chairs were strong enough to carry each other and were sufficiently equal in height to keep the different layers of the pyramid stable. If it would have been doubted, for instance, whether the rather pointed legs of the table would not break through the chair seats, a little empirical ‘research’ experiment would have been carried out.

Two basic values have guided the design process. They have been revealed already by the student who advertised the pointer option: the construction time and the construction stability. Note that both apply to the system level of the construction as a whole. They are ‘emergent’, system level characteristics.

In their design the students have implicitly expressed their weighing of the construction time and stability values. This may be demonstrated by slightly complicating the design assignment, turning it into the task to design a construction for two different hypothetical client groups, a group of aged people and a group of flashy youngsters.

After some discussion, the students will decide that aged people will put less emphasis on the construction time, but will stress the stability value. Thus, the students may design a very broad-based pyramid consisting of a first level of 16 (4 x 4) tables, on which 9 (3 x 3) tables, on which 4 (2 x 2) tables, on which one table, all levels supplied with a chair next to it in order to facilitate safe climbing. The most daring of the aged people will then go up with the stick, and reach almost 7 meters. For the youngsters, the students will go to the other extreme and design a construction that needs only one table and one chair. Standing on a table, four youngsters may lift up a chair on which stands the tallest group member holding the stick, reaching more than 7 meters in no-time and lots of pleasant risk.

Besides illustrating our definition of design (the combination ... etc.) and the system characteristic concept, the example shows the value-drivenness of design: the same facts (tensile strengths, law of gravity etc.) and the same options (tables, chairs etc.) yield different designs when different values or value trade-offs are ‘put in’.

The student who invented the pointer option was one with a design talent. He or she did spontaneously what most people will be able to do by means of a more explicit design method, called ‘abstract oppositions’ underneath.

Although I try to avoid textbook-like lists in this study, a brief enumeration of some easy design methods may be in order here, because of the gap in existing textbook literature. In order not to complicate matters I will assume that the problem analysis and explanation (facts, values, options) are sufficiently complete, as well as the design’s terms of reference. These conditions are often not satisfied, giving rise to all kinds of cyclical and participatory research set-ups. These, however, do not interfere with the design methods as such, and will therefore receive separate treat-
ment later. The design methods have been grouped in four clusters, that are roughly put in order of increasing level of sophistication. Combining them is often quite feasible, since they all have their particular strengths and restrictions.

The natural approaches: Pattern Finding
Natural approaches are typically 'enhanced common sense', facilitating to do more systematically what everybody does intuitively when facing a design problem. As a basic characteristic, they all are ways to break down the 'big jump' from the options to the system level of the design into more manageable steps, i.e., intermediate patterns of options.

(1) Find system levels, either in whatever is to be designed or in the problem situation. Each system level will consist of the lower-level components plus its own-level 'system' characteristics. The patterns thus identified may sufficiently clear to allow common sense to do the design job, or it may be found that the design may be built up by working on the separate levels, each with its own, most suited design method.

One well-known example is the ecological system levels distinction between populations, ecotopes and landscapes. Another is geographic, between local units and larger regions (e.g., De Groot and Van Tilburg, 1985). An example of system levels in 'whatever is to be designed' concerns the provincial drinking water strategy described by De Groot (1985). The system levels were:
- the 'technical units' of artificial recharge ponds and wells, deep-well fields, reservoirs etc.
- the 'projects' of administrative and technical wholes, consisting of technical units plus the system characteristics of the overall infrastructure, water quality, pricing policies etc.
- the 'strategies' of provincial policy making, adding the system characteristics of water exchange infrastructure and arrangements, efficiency and equity.

At the technical units level, designs were made by a largely common sense trial-and-error approach supported by array of small empirical models and rules-of-thumb, informally optimizing the trade-offs of costs, water quality and impacts on natural values, in a way comparable with sieve analysis (see below). On the projects level, the design was supported by a computer programme able to deal with ordinal rankings of technical units with respect to the values of supply security, nature impacts, landscape impacts etc. On the strategies level, quantitative simulation (see below) was the core approach enabling a large number of different alternatives to be assessed against the relevant values. Since the possible number of combinations of units, projects and connecting infrastructure was almost without limit, elements of creativity remained present even at the strategies
level. A variant of the system levels separation is given by Schoof (1988). He separates the environmental problem from the "secondary" problem of administration, financing and personnel. Thus, the design of a solution for the environmental problem precedes and guides the treatment of the agency's own troubles, also when, as Schoof advises, the two-step procedure is gone through cyclically. Obviously, this approach is only feasible for researchers not too susceptible to naive rationalism.

(2) 'Work up' options, forming patterns of options with respect to the relevant values. The simple version of this approach is to simply rule out single options, because they are undoubtedly inferior as a component in any reasonable alternative. The balloon option in the thumb tack case has been a case in point. This simplest of routes is a dangerous one too, however, since many options develop their strength only in combination with others. In final resort, single-option characteristics are irrelevant; only the system level characteristics of the design count, e.g., its total cost-effectiveness or system stability. A 'softer', but more fertile approach is to group options with respect to leading values, e.g., their cost or environmental friendliness. These patterns will help to build up extreme ('mono-value') alternatives and compromise alternatives as well. For instance, it may be found that medium-cost alternatives can afford to take up only one of the high-cost options.

(3) 'Work down' values, forming the same type of patterns, in the top-down way, as compared to the bottom-up thinking in the preceding approach. The top-down method is often quicker, but leaves less room for creative solutions, because options get less chance to speak for themselves.

Top-down approaches are often the only ones mentioned in literature written by physical-science or social-science authors. Kuypers (1980), for instance, calls it "the analysis of the design assignment" that especially includes the values (goals, norms, boundary conditions etc.), that may be decomposed into "goal trees", to the branches of which options may be connected. Spatial 'sieve analysis' (e.g., Ortolano, 1984), is an other example, from physical planning. The basic idea is to draw on a map the area where activity A is acceptable in terms of value X, then in terms of value Y, then of Z, 'sieving out' more and more possible locati-

---

97 Alternative strategies were largely built by means of guiding principles e.g., 'low cost', 'landscape-protective', 'compromise A', etcetera. These strategies were composed of the same designs at the lowest, technical units level. This was, of course, not really consistent. A real low-cost strategy, for instance, should be composed of low-cost variants of technical units. Each technical unit had only one design, however. Fortunately for the designers, no-one noticed, or cared enough.

98 It is interesting to quote Schoof's argumentation for the two-step approach. "From the point of view of policy makers and administration science, the secondary problems are always put at the centre (.....). Environmental problems cannot be solved, however, from conceptualisations or theories of administration science and policy making". This is clearly a mission statement characteristic for much of (Dutch) environmental science. In a way, environmental scientists consciously want to be naively rationalistic.
ons (= options, in this case), so that finally the optimum location is found. The general line of sieve reasoning may of course also be applied to wider problems than location-searching; the 'maps' one makes then are only more abstract.

(4) Compatibility analysis (e.g., Friend and Hickling, 1988) is the general term for finding patterns of options not by thinking 'up' to values or 'down' from values, but 'horizontally', linking options that seem to work well together, or even need each other to work at all. The spontaneous arrangements of chairs, tables and people arising in the thumb tack example is proof that also compatibility analysis has a natural, common sense basis. More complex design cases require more careful, conscious patterning activities. In all cases, compatibility analysis is a way to build patterns of options somewhere in-between of the separate options and the full design.

(5) Draft designs differ from the results of compatibility analysis in that they do make the step towards the full design system level. This step is facilitated by not taking it really earnest. Draft designs are just trials, made to explore the boundaries of the 'design space' and the basic merits of solutions one has in mind, or to elicit value discussions with client groups, or to check if the available options seem able to essentially do the job, and so on. The basic idea here is the same as with the brainstorm method described underneath: a lowered level of self-criticism and group-criticism ("just trials") has facilitating power.

Rules-finding approaches
Rules here concern guidelines, principles, 'laws' and suchlike that may direct options-patterning activities (with which they must always combined to yield the design result). Often, explicit rules-finding is unnecessary. In the thumb tack example, no-one bothered about finding rules, because everybody already knew sufficiently how much load a chair may carry, or how to combine chairs and tables in a safe way. A reflective, rule-finding activity could have ensued, however, if someone had exclaimed: "This is no way to support a table at that height!", or if the aged people would have refused to climb the broad-based pyramid the students thought safe enough.

Rules do not need to be strictly true, as long as they have a heuristic capacity and prevent designs going the wrong way. The well-known rule that Everything Must

99 Ortolano is of a special interest because he connects the concept of carrying capacity to the sieve analysis. Thus, the scope of the planning process may be broadened to encompass not only a fixed activity A, but also the acceptable intensity (size, degree, density etc.) of A.

100 At the extreme, draft designs become 'rapid prototypes' (Barendse et al., 1989), designed expressly for no other reason than to give momentum to the design process in its earliest stages. The Centre for Environmental Studies uses this method to overcome the design fear of non-technological students in project teams.

101 In fields rich in money and poor in knowledge, e.g., corporate management, you may make a living selling rules with heuristic capacity, irrespective of truth content.
Go Somewhere is untrue, fortunately, in cases of pollutant decay and transformation. Nobody will ever forget that, however, and the rule serves to prevent designers to propose solutions that only shift pollution from one environmental compartment to another. My personal favorite in the field of design rules is that every physical option needs a social structure to carry it. This rule prevents designers to propose technical solutions in a social vacuum; as exemplified in the Annex of Chapter 6, social plan elements are often much more difficult, and much more the key, than the physical options.

(6) **Deductive rules-finding** is the search for appropriate theories and the attempt to apply them 'downward', to the level of the design situation, supplementing the rules that the designers have already accumulated during their education and job experience. Applying biogeographic 'island theory' (Shafer, 1990) to the design of natural areas is a well-known example, as is the rule that financial policy instruments are usually more efficient, but less effective, than direct regulation.

(7) **Inductive rules-finding** is the analysis of concrete example cases in order to formulate a more general rule, applicable to the design problem at hand. The analysis of successful and failed designs in the same problem field may be a fertile route, especially because the examples then lie on the system level of complete designs. It should be kept in mind, however, that all concrete design problems and contexts are different. The analysis should therefore include these contexts, and the analysis should be undertaken as an inductive theory building exercise, based on a set of as many examples as possible, - not as a desparate search for the example to replicate. Examples analysis is often undertaken not as a part of a specific design study but as a theory building study in its own right, generally focusing on a single problem field, e.g., soil and water conservation or domestic waste recycling.

**Enhancing creativity**

In some design processes, the step from the options level to the design system level does not come by itself, even after intensive patterning activities and attempts to find facilitating rules. In others, doubts remain whether all the potentials hidden in the design situation have been grasped. Then, methods to enhance creativity may be called to help. Curious as it may seem at first sight, these methods are common practice in design studies in the 'hard' technological field, but virtually undiscovered in the 'soft' world of policy and social strategy design.

(8) **'Abstract opposites'** is a line of a reasoning characterized by moving up to a reflective level, find a new, 'opposed' route there, and move down again to the level of the concrete design. The finding of the pointer option in our design example, for instance, may be broken down into the following thought steps:
What is the general, 'abstract' characteristic of the options defined up till now (tables, chairs, balloon)? They all seem to work with the principle of moving up a person who holds the thumb tack....
- The opposite of this would be to leave the person down but move the thumb tack up.
- Back at the options level, what might then new principle lead to? Shooting the thumb tack into the ceiling, someway, or bringing it up with some kind of stick....

The same thought movement may of course also be applied to patterns of options or to the design system level itself. The core step is always to grasp a relevant common characteristic implicit in the options, patterns or designs formulated to that moment.

(9) *Brainstorm and allied group methods* seek to strengthen the researchers' creative capacities by means of group interaction. The brainstorm is the best-known of these creativity techniques. Brainstorms differ from normal group sessions in that participants focus on generating a large quantity, not a high quality, of design proposals. Group criticism should be suspended; group reactions towards proposals should be supportive and associative. Other techniques (e.g., Jones, 1970; Eekels and Roozenburg, 1978) work by means of metaphor associations, questionnaires and more 'forcing' approaches. Their names, 'Removing Mental Blocks', 'Functional Innovation', 'Synetics' and the like, give an idea of their general character.

**Quantifying approaches**

The most common and natural design methods (Pattern Finding) may roughly be denoted as semi-quantitative. Creativity enhancement methods lie on a more advanced level, there focusing on a qualitative extreme. Quantifying methods lie also on the advanced level, but at the opposite end.

(10) *Simulation* (in problem-in-context terms: modelling the environmental problem) fills the majority of pages of quantifying literature on planning and design (e.g., Loucks et al., 1981). Simulation is in fact no design method in the strict sense of the term, because it does not select and combine options, or identify strategies to do so. Roughly speaking, the idea of simulation is to supply a designing research team with impact assessments at push-the-button speed; hence the term 'computer-aided design' (CAD). These assessments may be used in combination with any other design method, for instance, informal pattern-finding sessions together with client groups. As such, it is of course always an advantage to dispose of impact assessment at computer

---

102 Interestingly, the more advanced computer models and representations of impacts become, the more flexible and accessible they may be made for policy makers, land users and public interest groups. High tech then becomes a democratic asset, allowing for more intense participation.
speed, even when the models only very partially encompass the relevant options, effects and values, as they usually do. Problems arise when designers and policy makers make the very human mistake to confuse model sophistication with model comprehensiveness and restrict the design activity to the quantified elements only.

(11) **Combinatory design** is the next step of quantification. In this approach, the speed of computerized (simulated) impact predictions is used to run a computerized procedure of blind combination of all compatible options (e.g., Voogd, 1979).

(12) **Quantified design** arises when the computer also indicates which combination of options is optimal, with respect to a given, quantified value set. Linear programming (e.g., Loucks et al., 1981) is the best-known technique in this field. It requires options to be defined as degrees of intensity (size, surface etc.) of activities, and impact relations to be defined as linear functions. Then, the algorithm determines the set of intensities that best satisfies the 'objective function' (a quantified value statement, e.g., "maximize net financial benefit").

Generally speaking, the degree to which quantified procedures are able to represent the whole problem situation and all design potentials decreases when moving up from simulation, via combinatory design to quantified design. Combinatory design, for instance, is more restricted than simulation because it closes off the researchers’ capacity to find new options. Moreover, it leads researchers into narrowing their effort to supplying the computer models with the detailed data they require, and ignore the non-linear, non-financial, non-physical-science, non-technical and poorly known elements of problem situations and designs. Though not theoretically necessary, the quantified irrigation design approach of Loucks et al., (1981), for instance, typically leads to the top-down water management systems so narrow in cognitive scope and rationality (Drijver and Marchand, 1985) and so naive concerning the social structures they have to build upon that they are now a declared failure for the whole of Africa.

---

Rounding off this section, attention will be paid to the terms of reference of designing research and to plan evaluation.

'**Terms of reference**' is the umbrella term for a more or less formalized input from outside, especially the client agency of applied design studies. Terms of reference may specify the study’s budget, prescribe evaluation methods and many other issues, but the most important terms-of-reference statements are those which aim to substantively steer the outcome of the designing research. Roughly speaking, these steering statements come in three types, one of which often proves problematic.
(1) The most straightforward terms of reference statements lay down quantified values (norms) concerning the design to be made. In our thumb tack example, a norm could be, for instance, that the "construction time should be less than 5 minutes". A famous terms of reference, triggering off 13 years of designing research, concerned the 1949 Citroen 2CV car; as tradition has it, it read: "Design a low-cost vehicle that can transport two farmers, fifty kilos of potatoes and a bag of eggs over a bumpy rural road with a velocity of 30 mph., a fuel consumption of 1:33 and without breaking the eggs; how the vehicle will look is absolutely unimportant". More common examples lay down, for instance, the maximum budget for the solution or its minimum cost-effectiveness (or benefit-cost ratio, or internal rate of return). Environmental norms say, for instance, 'no deterioration of water quality', or lay down a minimum recreation capacity. Note that these statements always refer to the system level of the design as a whole, not the separate options.

(2) A second type of terms of reference statements are more qualitative and often refer to interwoven sets of values and views rather than single ones; strategies may be their umbrella name. Often, these value sets are laid down by means of specifying a societal category the design should be especially suited for. In the thumb tack example, the "aged-people design" belongs to this type. In other cases, strategic key words like "ecodevelopment alternative" or "environmentally friendly alternative" perform this function. The "partnership with nature" view of Chapter 8 also belongs to this class.

(3) A third type of terms of reference statements specifies the options that should be applied in the design, e.g.:
- "a transport alternative using public transport"
- "a drinking water alternative, primarily using groundwater"
- "a no end-of-pipe technology plan".
This type of terms of reference statements focuses on the means instead of the ends, and is therefore basically inferior to the other two. In the end, no-one cares about groundwater or surface water, public or semi-private transport or end-of-pipes, but about water quality, mobility of aged rural people and so on, that is, about values, not physical plan elements.

Gemeente Rotterdam et al. (1984), is an example of the effect of a design, guided by an options-specifying terms of reference. It concerned the design (location and shape) of a large-scale depot for toxic harbor sediments. This depot was to be designed by a combination of the technical features, such as high dikes/low dikes, island/peninsula and North/middle/South. Consequently, a large number of alternatives were formulated and evaluated in a massive computerized procedure. A simple sieve analysis working with the same three core values as did the official study (total cost, pollution risk and nature impacts) revealed that the best locations had been left out (Gemeente Westvoorne, 1984).

Another example comes from a group of students working on an agricultural reallocation scheme in a region with the very narrow, long-stretching grassland parcels typical for the Dutch polder landscape. They found that paved tractor paths were the best option to overcome the economic disadvantage of these parcel shapes, without
doing significant damage to the nature values usually found at the far ends of the parcels. Later, the group was told by the government agency designing the official reallocation plans that all designs incorporating paved paths were inadequate, "Because paved paths are not an officially recognized option".

In both cases, the prescription or exclusion of options functioned to hide a powerful interest. In the case of the harbor sludge depot, it was the interest of the harbor and industry barons to have all possible depots be built in the sea, increasing their costs (to the national community) but also increasing the area of land potentially to be reclaimed for industry purposes at low cost to the industries. In the polderland case, the economic interest of big-farms-and-square-fields was lying behind the 'officially recognized options'. One of the most effective uses of power is to generate a large array of designs (the larger the better, in order to show one's democratic effort and exhaust the public discussion), but in fact generated only by permutation of prescribed options; this prevents having to reveal one's true objectives. For environmental scientists, understanding design processes is not only important for making better designs, but also for the discipline's critical public function.

Fully specifying the terms of reference at the outset of a designing research is usually quite difficult. It may turn out, for instance, that a design may affect social groups or values not recognized beforehand. Or a norm taken up in a terms of reference may be sufficiently specific to guide the design process in its early stages, but be too vague for later choices. In applied design studies, the terms of reference are therefore usually specified in the course of the study, in close contact with the client group. Exploratory designs are often good tools to organize the interaction process and keep the researchers away from too naive rationalism, because the concreteness of the draft designs usually facilitate client groups to clarify their value priorities (Heuer, 1980).

Taking a case from my own experience, a student group designing a domestic waste recycling strategy for the Leiden municipality (De Groot and Mulder, 1983) may serve as an example. A major terms of reference norm was that anything to be designed should be 'budgetary neutral'. Many questions concerning this norm cropped up during the design process. Some of them concerned the time scale, e.g., whether or not budgetary neutrality should also apply to the experimental and running-in project stages. Others concerned the spatial scale and system levels, e.g., the incineration plant that the municipality shared with other towns, or the question whether or not benefits accruing to other municipal agencies should be included. These questions were formulated and negotiated in formal and informal contacts between the students and the municipality.

*Ex ante evaluation* has already been said in Section 3.5 to be essentially equal to repeated problem analysis. A designed project or policy is used as input to go through the analytical problem-in-context schedule, and effects are assessed against their respective norms, most often in terms of the final variables. Evaluation thus lies much closer than design to normal physical and social science procedures. Compared to design, it is also less intensely and less necessarily interdisciplinary. As has been
discussed in Chapter 2, design is impossible to carry out on the basis of one compo-
nent discipline. In an evaluation, disciplines may often focus each on separate final
variables in a more multidisciplinary arrangement, leaving the final integration to the
decision-makers. Because of this, evaluation is richly endowed with methods, reviews,
inventories of models and so on, often written in a framework of environmental
impact assessment. One remark seems to be warranted here, however. It concerns the
observation of Rago et al. (1983), that "environmental impact assessments are often
characterized by extraneous data collection, irrelevant statistical procedures, mis-
applied models and concomitant ambiguity in conclusions"; my own experience is no
different (Gemeente West-Voorne, 1984). As discussed in De Groot and Udo de Haes
(1987), this might be attributed to the fact that impact assessment is lead too much by
an unspecified quest for certainty. This induces the collection of detailed data required
by sophisticated models, instead of concentrating the scientific effort on relevance for
decision-making. Relevance can be achieved by first concentrating on an identification
of what will be the normatively relevant output variables ('final variables') of the
impact assessment, and then make a preliminary estimation of impacts in these terms.
A cost-effective choice of data to be gathered and models to be used can only be based
on such a 'normative pre-assessment'. Unfortunately, semi-official prescriptions of the
research steps of environmental impact assessment (e.g., Baldwin, 1985 and VROM,
1984) only weakly guide researchers to relevance; the final variables\textsuperscript{103} are typically
given attention in the middle of the research sequence, not at the beginning, and hence
do not steer the research process as a whole.

\textsuperscript{103} "Environmental goals" and "the information requirement of policy making", in Baldwin and
VROM, respectively.
Chapter 4

VALUES, FUNCTIONS, SUSTAINABILITY
This chapter focuses on the operationalisation of the 'final variables', i.e. the normative core concepts of problem-oriented environmental science.

In the first seven sections, the attention goes to the content of the final variables, the logic of their structure and the consistency of working 'up' and 'down' between them and parameters of environmental quality. The sections 4.1 to 4.4 lay the technical basis. Section 4.5 focuses on contextual assessment procedures, relevant for environmental science as a whole and as a preparation for Section 4.6, that deals with the operationalisation of the intrinsic value of nature. The functions of the environment, conceptually positioned between environmental parameters and the final variables, are an important structuring tool for problem analysis; Section 4.7 enumerates them.

The last two sections and the Annex focus not on the 'time-free' final variables but on the final variable that adds the time aspect to all the others: sustainability. The emphasis here is on the urgent problem of how the concept of sustainability may survive in a crucial area that seems intrinsically hostile to it: economic decision-making. Section 4.8 indicates that the concept of sustainable national income can be operationalized in a theoretically grounded and practicable way. In Section 4.9, I aim to show that with regard to decision-making about projects and policies, sustainability and the intrinsic values of nature, being issues of equity rather than efficiency, can be and should be decided upon outside the realm of cost-benefit analysis. The Annex, finally, elucidates how one simple parameter, the square metre, can bring the foundational parameters of sustainability into normative modelling, calculating, for instance, what regions contribute to world (un)sustainability.
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Q. And how do the [environmental] problems get concentrated attention?

A. By laying a firm foundation for coherent substantive research - assuming, of course, that the [environmental] problem is well-structured.

Q. I suppose all this is a pretty highly organized activity.

A. Oh, it has a highly developed hierarchical structure, if that’s what you mean. You may, however, be referring to the functional patterns.

Q. I guess I was.

A. They’re highly developed too.

Q. Where does all this go on?

A. In various settings - laboratory experimental settings, field settings, participant-observation settings, or Navajo reservations.104

4.1 Introduction

If you are playing a game of chess and your aim is to win, the appropriateness of a move you are considering is always, in last resort, assessed in terms of the contribution it makes to winning the game. In terms of Chapter 3, win-or-lose is your final variable. Environmental Impact Assessment, predicting and evaluating the consequences of a proposed activity in terms of the final variables of environmental policy, is the environmental analogue of the chess move appraisal.

Because the win-or-lose variable is the final variable, it also serves as a beginning. A value statement in terms of the final variable (‘I want to win’) serves as the point of departure for designing appropriate chess moves: ‘Since I want to win this game, I should make this move now’. Analogously in environmental policy, value statements in terms of the final variables serve as the points of departure for policy design.

In the problem-in-context picture Figure 3J, these two lines of reasoning are depicted, respectively, as (1) reasoning upward towards the final variables on the

104 Taken from Bereldsen, "The Cliché Expert Testifies on the Social Sciences", manuscript privately circulated circa 1950s, found in Dubin (1969).
'facts-side' and (2) reasoning downward from the final variables on the 'values-side' (the 'should-side').

Thus, the final variables stand in a pivotal position in problem-oriented environmental science. Conceptual structures in terms of final variables are the 'great structurizers' of environmental problem analysis and policy design. If these structures are muddled, that is, if the aims of environmental policy are not packed into some logically and substantively sound list, all analysis and design will be built on sand. If anywhere, the final variables and their conceptual environs are the place to demand conceptual clarity, logical soundness and groundedness in empirical science and ethics. At the same time, here these demands are much harder to meet than elsewhere, say, in the realm of physical-science modelling. It is easier to distinguish between soil, tree and ecosystem than it is to find your way in the realm of final variables, with its characteristic conceptual clusters of 'values of nature', 'economic functions', 'environmental quality', 'sustainability', 'efficiency' and so on. For this reason, the whole of this chapter is devoted to getting a clear and grounded map of the final variable region, leading the way to consistent, flexible and ethically grounded applications in environmental quality assessments, the derivation of environmental standards, drafting of terms of references for policy design, cost-benefit analysis, normative modelling and so on.

The final variables of environmental science have been introduced in Chapter 3; they are reiterated here for ease of reference. The final variables express intrinsic values of (1) humans, (2) the environment and (3) the people-environment relationship, with the concept of sustainability added to emphasize the long-term aspect. Then, separating the first value into three, the list of final variables is arrived at, represented in Box 4.1.

Box 4.1

FINAL VARIABLES FOR ENVIRONMENTAL SCIENCE
are facts and norms in terms of
- human health and safety
- human material well-being ('economy')
- human immaterial well-being ('culture', 'spiritual values')
- intrinsic values of the environment
- (intrinsic values in the people-environment relationship)
for now and future generations ('sustainability')
Specifying this somewhat further, we may say that
- 'human health and safety' typically become expressed in epidemiological assessments, ADI standards, flood risks, and so on
- 'material human well-being' is roughly connected to the procurement of economic goods and services and may be operationalized in market prices, shadow prices, social rates of discount, and so on
- 'immaterial human well-being' is connected to more intangible goods provided by the environment, such as varied and meaningful landscape, meaningful employment, aesthetic values, spiritual growth in contact with nature, and so on
- the 'intrinsic value of the environment' may refer to intrinsic values carried by cultural artifacts; in environmental policy, it is usually more connected to the intrinsic values recognized in nature (roughly, its own right to exist), as it may become operationalized in criteria such as integrity and diversity
- the 'intrinsic value in people-environment relationships' is not often recognized in philosophy and formal policy statements; 'relationship qualities' may be expressed in terms of closeness and non-dominance in people-nature interactions.

It may be noted that in this conceptual schema, concrete things and processes may have a wide array of values attached to them. A well-designed building, for instance, may support human health and safety, facilitate the efficient production of goods, carry a cultural value and may sometimes (if it is a 12th century chapel, say) command our protective response even if it performs none of the above functions. Likewise, again going down the list, a mangrove forest may protect against floods, it may provide timber and shrimps, it may be the spiritual home of a tribal culture or of nature lovers, it may be a habitat for rare species and it may harbour relationships of people and nature working together in closeness and harmony. Both the building and the forest here count double and more but, the list of final variables being homologous, this 'double counting' is not conceptually muddled, as it is in some cases to be discussed later. Section 4.3 will provide a logical derivation of the final variable list, proving its exhaustiveness and homologousness.
4.2 Final Variables, Functions, Quality: The Basic Relations

The final variables, as said, express the values in the environment or served by the environment, treated as final, that is, *intrinsic*, for most practical purposes. Because of this status of the final variables, it may be intuited that other normative concepts expressing what the environment means to us ('functions of the environment', 'environmental quality') should somehow either be an alternative way to express the same intrinsic values, or be more extrinsic, more *instrumental* with respect to the final variables. Putting it in the visual terms of the problem-in-context picture 3J, the latter relationship is that 'functions' and 'quality' are lower, leading up to the final variables which stand at the top. This, indeed, seems to be the basic relationship. A "food production function" of the environment, for instance, is instrumental to the final variables of health and material human well-being. And the environmental quality variable 'soil fertility' expresses the fact that the environment has a property that leads to food production and, through that, to health and material well-being.

This simple notion is not shared everywhere. We will arrive at an alternative way of thinking by having a brief look at three concepts respectively: policy aims (final variables), sustainability and quality of the environment.

Dutch environmental policy, roughly stated, has always encompassed the full final variable set, represented in Box 4.1. We see them clothed in their *status nascendi* formulations in a book published in 1971, entitled "Criteria for Environmental Management", in which the first-generation Dutch environmental scientists tried to arrive at a full set of policy objectives (Vink, 1971). In the policy document PIM (1983) quoted already in Chapter 6, "human health and well-being" are present alongside "respect for nature as a value in itself". Udo de Haes (1984), and again in the revised edition of this text (Udo de Haes, 1991), enumerates the "relevancies" of the environment as "health and safety", "use possibilities" and "intrinsic relevance". The policy documents NMP (1989) and NBP (1990), analogously, both speak of the "values of public health and well-being and the intrinsic values of plants, animals and ecosystems".

For the purpose of this chapter, it is important to note that final variable formulations of this kind, although basically encompassing everything valuable, leave room for other normative concepts such as sustainability, functions, environmental
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105 Except the relationship value, but that is of no importance to the discussion here.

106 E.g., on page 12, "(...) production in the economic sense; the social interest; the cultural interest (...)" and on the concluding page 175: "(...) food production; supply of sunlight, oxygen and carbon dioxide; lowering the levels of toxicants and noise; recreation; protection of nature in the biological sense [=species and ecosystems as values in their own right]".
quality and carrying capacity to be defined according to their common-sense meanings and then be connected to the full set of final variables, as I do with respect to sustainability in Box 4.1, with respect to carrying capacity (environmental capacity) in Chapter 3 and as I will do with respect to environmental quality and functions later.

Ten Brink et al. (1991), describing their 'AMOEBA approach' for assessing aquatic ecosystems, are a good example of connecting other normative concepts to the full set of final variables. They start out by listing "three categories of valuable characteristics the sustainability of which is desirable" amounting, roughly, to the final variables list of this section ("production for economic reasons", "species diversity for ethical and aesthetical considerations", and so on). All this, they then state again, should be sustainable. From there on, 150 "target variables" are derived (we would say: environmental quality variables), together with the "concrete objective" in these terms (we would say: environmental quality norms). For the North Sea these variables include, for instance, algal species, the seal, wild mussel beds, the herring and the Brant goose, irrespective of the final variable from which these are derived. The AMOEBA itself is then a visual presentation of the discrepancies between the facts and values (presence and norm) in terms of these variables. Finally, it is shown how policy statements in terms of "steering variables" are derived further downward, e.g. with respect to toxic emissions, fishing techniques and area protection (we would say, environmental capacities).

In the meantime, leading international documents took a different position. Connected perhaps to the well-known conceptualization and discussion of conservation versus preservation (e.g. Passmore, 1974), the intrinsic value of nature tended to become a discredited policy aim. An illustration is the "World Conservation Strategy" of the International Union for the Conservation of Nature and Natural Resources and the World Wildlife Fund (WCS, 1980), in which nature is present only in its instrumental resource aspect ("the sustainable utilization of species and ecosystems"; "living resources conservation"). This stance is highlighted in 'Our Common Future' (WCED, 1987). As analyzed by Achterberg (1991) the aims expressed in this document are completely anthropocentric, in spite of some scattered references to obligations to "other living beings". It is not for this chapter to discuss the strategic and moral aspects of proclaiming man as the only creature that "commands an accounting". Let me add only that the new policy document of IUCN, UNEP and WWF, 'Caring for the Earth' (IUCN et al., 1990) has allowed nature to step back in, cloaked in new language and vision, i.e. of community and care (ref. Section 4.5 and Chapter 8).

Through the WCED report, the concept of sustainability became firmly associated with anthropocentric values only, especially those of the socio-economic kind ('material well-being', in Box 4.1). In The Netherlands, this line is followed in Opschoor and Van der Ploeg (1990). Conceptually, the association has the weird consequence that it becomes impossible to speak of a sustainable place on earth for non-human creatures.
Formally, the concept of environmental quality, in Opschoor and Van der Ploeg as well as elsewhere\(^{107}\), remained defined as relating to all final variables. In practical usage, however, the consequence of associating sustainability with socio-economic values only is that the concept of environmental quality becomes associated with cultural values and the intrinsic value of nature only. Politically, the situation now reproduces the old 'conservation versus preservation' conceptualization; the socio-economic values associated with sustainability are of course the more basic and environmental quality is the more additional, ephemeral value. Thus, a pre-defined and general value hierarchy has been created. Pre-defined, abstract value hierarchies are risky possessions, as Section 4.5 will indicate. Conflicts between values are real enough, but it is better to respond to them at the more concrete level of real-world problem situations. Matters are made even worse when conflicts are created because of conceptual ambiguity; concepts should support discussions, not funnel them into pre-arranged antitheses.

Summarizing, we are now in a position to define the intuitive concepts in a more grounded fashion:
- the 'final variables' express all possible aims of environmental policy (or: everything the environment is valuable for or valuable in), without a pre-arranged value hierarchy
- among these, 'sustainability' expresses the long-term emphasis on all others
- and 'environmental quality' encompasses all parameters in the environment conducive to, or themselves expressing, the final variables\(^{108}\).

The last concept needing some positioning here is the *functions* of the environment, often used as an 'organizing concept' in economic evaluations, impact studies and policy formulations, either as an alternative to final-variable concepts or in a supportive role. The basic definition of a function being "a task in the broad sense" (Bouma and Van der Ploeg, 1975) or "a capacity to satisfy needs" (Van der Maarel and Damveller, 1978), the functions concept obviously lies in an intermediate position between environmental quality and the final variables; the final variables express what the tasks are for, and what the needs are. Thus, a term like 'production function of the environment' takes in a large number of environmental quality parameters and delivers them, as it were, to a large number of socio-economic values (goods, services etc.). Similarly, a term like 'processing function' takes in another large number of environmental variables and 'delivers' them to the maintenance of human health, the socio-economic value of organic waste recycling and so on.

Thus, we arrive at the basic ordering of the three concepts, depicted in Figure 4A. It has been drawn so as to be isomorphic with the central part of the problem-in-context

\(^{107}\) E.g. Udo de Haes (1991), Bouwer and Groenenberg (1991), as well as the policy documents NMP (1989) and NBP (1990), dealing with general and nature-oriented environmental policy, respectively.

\(^{108}\) Thus, environmental quality also comprises what Bouwer and Groenenberg (1991) call 'future-value' (not: future value); the gene pool is an example.
picture 3J, with the final variables at the top. Two variants are drawn, in order to indicate that the insertion of the functions concept is facultative. Economists and physical planners, for instance, often use the functions concepts, but Environmental Impact Assessments usually go directly from the environmental quality to the final variables.

As explained in the Chapters 1 and 3, the final variables are typically a bridge between the environment and economy, philosophy, medicine and other disciplines. Hence, if making these connections is relevant to a research or education project, impact assessments and general discussions should reach up to that level. On the other hand, if environmental quality standards have been derived properly from these variables downward, assessments may be kept in these 'lower' terms. 'Final-variables thinking', 'functions thinking' and 'quality thinking' can all be self-contained, exhaustive and coherent. This is not to say, of course, that they can be freely mixed.

It may be noted at this point that I have here made no distinction between 'nature' and 'culture' or between the 'natural environment' and the 'man-made environment'. Nature and culture interpenetrate too much to generate a sensible dichotomy at this general level. Naturalness ('wildness') and 'culturalness' are around us everywhere, but at the same time hardly any concrete environmental entity or system is simply natural or cultural; Section 4.6. will consider this in greater detail. A natural/cultural dichotomy in the area of final variables, functions and qualities of the environment will therefore be a conceptual burden rather than a help, especially since the two would have to be re-integrated anyway at some lower level of evaluation and design.

The terms of 'value', 'function', 'quality' all have a basically positive connotation. In not using more abstract and neutral terms like "normatively relevant aspects" or something similar, I simply follow the theoretical and policy-oriented literature, for reasons I will explain further on. Adhering to the positive connotations rigidly, as if the
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109 As showed in Section 3.3, 'societal interests' (agriculture, nature protection, recreation, urban development etc.) is another concept often used as an intermediary for the classification of environmental impacts and norms. This could have been drawn as a third alternative.

110 An EIA assessing impacts in terms of, say, 'health', 'agriculture', 'soil quality', 'flora' and 'processing functions' ends in the conceptual morass of double-counting many phenomena and ignoring many others. The same principle of non-mixability also holds with respect to organisational structures. Matters would be fairly clear, for instance, if there were Ministries of Final Variables (health, nature, economy, etc.) and Ministries of Conditions (environment, education, internal affairs etc., each safeguarding its own set of conditions for all Final Variable Ministeries, each receiving its primary aims from them ('norms derivation'), each adding its own secondary objectives of integration and each translating these further downwards to society). Compare this with administrative realities almost everywhere.
environment can only be positive, leads to inconsistencies, however. If we say, for instance, that the function or value of the ozone layer or a row of coastal dunes is to protect people against cosmic radiation or floods, respectively, we thereby imply that cosmic radiation and floods have negative aspects too. And if we say that a value or function of a river is to provide a means for transportation, we cannot deny that at certain times and places, the river is an obstacle as well. If we say, to take a final example, that a wetland has the value or function that the water flowing out of it is 'purified' or 'clarified' compared to the water flowing in (less detritus, less toxic substances, less silt), we cannot consistently put this on a rigidly positive list and then, when speaking about men-made reservoirs, make a list of negative 'impacts' that
includes the trapping of silt, causing fertility problems to downstream agriculture. For both wetlands and reservoirs, whether the trapping of silt is positive or negative depends on on-site and downstream circumstances.

Using ‘values and functions’ language for the natural environment and ‘impacts’ language for human interventions, instead of the same more formal and neutral language for them both, expresses and reinforces the basically positive attitude of most environmental scientists toward the natural environment, and their far more reserved attitude towards human interventions. This, I think, is just as well. Taken as a whole, after all, the natural environment is benevolent; otherwise, we would not be here. And at a more down-to-earth level, there will always be enough other people around who are perfectly capable of explaining why this wetland should urgently be drained or this dam be built.
4.3 Final Variables, Functions, Quality: Strengthening The System

The present section is a purely technical one; application-oriented readers are advised to proceed directly with Section 4.4.

**Final variables following from the principle of logical enumeration**

Problem-oriented environmental science, dealing with many inherently difficult concepts (problem, environment, value, nature, capacity, rationality, etc.) and being in its early stages of development, is full of conceptual difficulties. Following the well-known adage that nothing is as practical as good theory, building sound conceptual systems is a core activity that pays off in countless practical situations. One of the basic tricks of the trade of conceptual theory building is a principle I call 'logical enumeration'. Its main purpose is, quite simply but quite importantly, to support the construction of homologous and exhaustive lists.\(^{111}\)

The principle of logical enumeration may be applied to any entity or assembly X ("this watch", "this discipline", "these organizations", or "all that is valuable in the world"). Logical enumeration starts out by applying some enumerative concept E to the entity or assembly under consideration. The enumerative concept may be anything ("red" or "human") but a core criterion here is, of course, that it should be substantively relevant. Keeping up homologousness and exhaustiveness now seems to imply that X may be enumerated as:

- "the E-elements or aspects of X"
- "the non-E elements or aspects or of X".

This, however, is the reductionistic way of thinking. It is easy to see that one may now apply a subsequent enumerative concept, and another, and end up with a picture that the entity or assembly under consideration in fact consists of a huge number of minute particles only. The holistic extreme, on the other hand, is to refuse to subdivide anything, because everything is a whole. The proper rule is that applying an enumerative concept does not result in two, but in three new categories; subdividing without falling into the reductionistic trap is to conceptually set aside the system characteristics ('wholeness') of the entity under consideration, so that they are not lost, conceptually, in the separation process. Hence, the application of E to X yields:

- "the E-elements or aspects of X"
- "the non-E elements or aspects of X"
- "the E/non-E relationships in X".

\(^{111}\) Another use is the deconstruction of unsound lists.
Usually, when conceptually subdividing a loose assembly or system (say, 'all vehicles' into 'vans' and 'non-vans'), the relationships component will not carry much weight. The reverse is usually true when conceptually subdividing a highly integrated entity (say, the human body); many systems and situations are somewhere in-between, as Chapter 8 will elaborate further.

The second element of logical enumeration is that new enumerative concepts may always be applied to the existing list in order to generate further differentiation. The new concept may be applied to any number of the elements in an existing classification. Applying a concept D, for instance, to the first element of the list above (and switching to a more abbreviated notation), we get:

- E of X:
  - D of E of X
  - non-D of E of X
  - D/non-D relationships in E of X
- non-E of X
- E/non-E relationships in X.

Jointly, the italicized 'final items' of the list now generated are still a fully homologous and exhaustive representation of X. This remains the case if another enumerative concept is applied to one or more of the already existing elements. As a rule, the formal application of enumerative concepts to an item on a list should be continued until the item is limited and concrete enough to serve as it is or to be enlarged further by simple common-sense, 'non-logical' enumeration.

Finally, there are some rules for finishing-off a logically enumerated conceptual structure. The first of them is that the structure may always be collapsed into a one-dimensional list comprising only the final items. One then loses the insight of the 'generating structure' but the classification becomes easier to handle. The second rule is that elements which are deemed too unimportant, empirically or normatively, may be removed from the list, making it more operational (but less adaptable to changing circumstances). Finally, the formal names of the items may be changed into shorter and more common ones, thus avoiding having to continue speaking about, say, the "D/non-D relationships in E of X division" or the "D of E of X discipline". The formal descriptions are conceptually superior because they are perfectly defined through the concepts of E and D only, but typically they should be used as formal definitions, organisational principles and so on, kept away from daily use.

The final variables are defined in terms of the intrinsic value of "people" and of "environment". In order to make sure that values cannot be double-counted or 'lost' in between the two concepts, "people" and "environment" should here be defined as their logical complements; "environment" should be defined as non-people, or the reverse. Environment, following Udo de Haes (1991), Bouwer and Groenenberg (1991) and many others, may be defined as all physical phenomena (outside the human body) that humans relate to: (hence including natural, artifactual and mixed phenomena). Consequently, "people" has to be defined as everything the environment is not,
i.e. to include the human body, mind, social relations and culture. Now, we see that the following enumeration is indeed a logical enumeration of what the world consists of:

- human body, mind, social relations and culture (= "people")
- the physical phenomena (outside the human body) people relate to (= "environment")
- people-environment relationships.

And we see that people-environment relationships are not logically confined to physical interactions, but involve people's more spiritual responses to the natural and the artifactual environment.

Final variables derive their status from that they describe the world in normatively relevant terms (environmental policy aims or, in more general wordings the values recognized by the normative observer). Taking up all three categories of the enumeration above in the final variable list (Box 4.1) recognizes the normative relevance of all three. The conceptual status of the intrinsic values of humans and environment requires no further elaboration here. The concept of the intrinsic value of people-nature relationships, however, may require some attention here. The following example may clarify what such a value may be. Imagine two persons, one rich and one poor, and imagine that a sum of money is transferred from the rich to the poor person. If in this situation we say that the transfer has a positive net value because the relative cost of the rich person is much less than the relative benefit of the poor person, we can make this calculus because we recognize the intrinsic value of the two persons separately. This calculus is independent of the type of relationship involved in the transferral, hence, independent of whether the money has been transferred due to some outside regulation (e.g. a taxation), or whether it has been stolen by the poor person, or whether the money has been a gift. Now, if we say that this does in fact make a difference in the moral judgement of the situation, we thereby recognize that intrinsic value can also be found in the relationship; the act of giving adds to the net positive balance. Intrinsic value in people-environment relationships (e.g. that these relationships be harmonious) is not of a different order, conceptually.

In Box 4.1, the final variable of "people" has been separated into three categories, "health and safety", "material well-being" and "immaterial well-being". Here, I will briefly focus on the definitions, also providing some arguments for choosing these categories along the way.

Taking health as the first final variable follows a tradition visible in countless policy documents, environmental impact statements and so on. What is usually meant there is not health in general, that is, the total effect of environmental influences, lifestyle, primary health care and so on, but 'environmental health', i.e. the absence of
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112 The two definitions are not perfect complements, formally. Two 'holes' exist in between, namely, the physical phenomena we do not relate to and the non-physical relationships and 'culture' of non-human creatures. This causes no problem here.

113 With respect to the intrinsic value of nature, see Chapters 7 and 8.
environmentally transmitted disease (in the broad sense of physical and mental malfunctioning), relating to such matters as radiation, toxic substances, noise, waterborne diseases and so on. Keeping matters logically enumerated implies that the other contributions of the environment to health (e.g. the procurement of food) will have to be accounted for through the other final variables. Now, the logical enumeration of "people" is:

- "environmental health" of "people" (= the absence of environmentally transmitted disease of the human body, minds etc.)
- other aspects of "people" (= the human body, etc.)
- the relationship between these two.

At this point it becomes relevant to again distinguish between what in this list may exist empirically and what may carry intrinsic value (hence, may serve as a final variable, an aim for environmental policy). Then, we see that the 'relationship' component certainly does exist empirically; it comprises, for instance, all human actions that influence environmental health. These actions are of course the subject of environmental policies and norms, but they are so because of reasons derived from health and other intrinsic ("final") aims; I cannot imagine an environmental policy-maker or ethicist proclaiming that these relations are good or bad, or should be strong or harmonious, for any intrinsic reason. Therefore, crossing over from an empirical to a normative description, the relationships component may be dropped. Also, the "other aspects of people" may then be confined to the intrinsically valuable aspects only. Summarizing these under the term "other human well-being" (PIM, 1983), the list now becomes simplified to:

- "human environmental health"
- "other human well-being" (economic, spiritual etc.).

We have now come one step closer to the list in Box 4.1, still under logical control and with the formal definitions in place.

The final subdivision applies to the 'other well-being' component. Again, the relationship component is important for empirical modelling, but may be neglected as a separate intrinsic value. Sometimes, a distinction is made in either the material/immaterial components, in which the latter are associated with cultural values, or in the marketed/non-marketed components, in which the former is associated with economics. More often, as in Janikowsky and Starzewska (1991), the two distinctions are mixed in a way not sufficiently coherent to serve as a sound basis for policy and assessment. We may note, for instance, that services are components of immaterial well-being although they are marketed. For a formally sound conceptual schema, either the one distinction or the other should be adhered to, or the one after the other, in a two-step logical enumeration.

In Section 4.1 the distinction between marketed/non-marketed components of human well-being has been taken as the criterion for subdivision. Then also, the distinction is roughly between the well-being arising from the environment that reaches

---

114 A policy principle of prudence with respect to toxic emissions may be thought of as an exception here (e.g. Perrins, 1991) about the "precautionary principle" in decision-making.
us (or that we reach) through the hands of other people, versus the well-being arising out of direct appreciation of the environment. Calling the two categories 'material' and 'immaterial', respectively, is an incoherency I have allowed because these terms, in my mind, convey a more substantive meaning. Making choices here is obviously a fairly overseeable matter, if the basic logics are adhered to.

The functions concept

Functions, roughly, are types of instrumental values, deriving their meaning from the intrinsic values they serve. Analogously to what we have seen with respect to sustainability in the preceding section, the functions concept is often associated with human intrinsic values only. In Adamus et al. (1987), for instance, functions are formally restricted as being "for society". In lower-level listings, however, "endangered species" creep into the enumeration. R.S. de Groot (1986) does likewise, slipping in "rare species" somewhere in his functions enumerations.

The functions of the environment are often used as an 'organizing concept' in economic evaluations. In that context, two conceptual questions sometimes arise, namely, whether a distinction should be made between 'potential' and 'actual' functions, and what should be the difference between 'functions' and 'benefits'. Both questions are largely matters of sound conceptual bookkeeping.

As for the first question, whether functions are potential or actual is largely a matter of proper specification of domain. A general list of wetland functions, for instance, should comprise all actual functions performed by the sum total of wetlands in the world, plus the potential functions in the temporal sense, i.e. wetlands being an option for uses as yet unknown. If this list is then applied to a specific wetland A, the whole list should be regarded as potential, and the list of "functions of wetland A" should comprise only the functions that wetland actually performs, plus again the potential functions in the temporal sense.

The distinction between 'function' and 'benefit' marks the step from a functions analysis to a cost-benefit analysis. If a wetland performs a function of organic waste removal, for instance, we may put that on a simple dichotomous scale (yes/no), or we may state to what extent it performs this function as a percentage of its environmental capacity, or we may calculate how much BOD is removed per day. In all cases, it remains functions analysis. Attaching a benefit to the function is a next step, bringing in new variables. The benefit may depend, for instance, on the number of people living downstream. Or, if we calculate the benefit as the cost of having to build a purification plant of the same capacity, the outcome depends on market prices and, at a deeper level, on the decision to assume that the plant would have been built, or should have been built, if the wetland were not there.\footnote{With respect to wetlands, Adamus et al. (1987) arrange the same concepts in somewhat different terms.}
4.4 Working In The System: Parameter Identification And Aggregation

What is relevant in the environment itself, that is, what are the parameters of environmental quality, depends on the higher normative principles laid down in the final variables. And, conversely, aggregating environmental quality parameters into a more condensed quality assessment is, or at least should be, aggregation 'back up' towards the final variables. The present section aims to describe and discuss this process of going down and back up, i.e. environmental quality parameter identification and aggregation for assessment, respectively, in two subsections. Since the assessment of environmental quality is conceptually equal to the assessment of (predicted) changes in environmental quality due to some (proposed) activity, EIA methodologies will be included in the second subsection.

From final variables to environmental quality parameters

As Bouwer and Groenenberg (1991) assert, the Latin root meaning of 'qualitas' is non-normative. We still use this denotation, for instance, when we say that somebody is a member of a certain committee "in his quality of being mayor" and in a term like "qualitative research", meaning that the research focuses more on what something is than on its distribution. Later, the term quality also took on a normative denotation. We use that meaning, for instance, when we say that something is "a quality product". It is this denotation that predominates in environmental science and policy. We see it, for instance, in terms like "water quality law" or "Council on Environmental Quality"; quality, here, is always something that is aimed at, not just a description of how the environment happens to be. A quality assessment then always entails some comparison between environmental conditions as they are and the conditions as desired (the norms). The linguistic proof is that we may evaluate a water quality as "high" because of low toxic substance concentrations. The term 'high' denotes that the factual (low) concentrations lie close to the (low) desired ones.

Thus, the concept of environmental quality is in fact simply the complement of the concept of environmental problem, if we state the environmental problem in terms of environmental parameters, not actions or impacts (Fig. 3); both are comparisons of the actual and desired world. If quality is low, the problem is 'high'; if facts and norms match perfectly, the quality is perfect and the problem is zero (Udo de Haes, 1984).

Taking a closer look here, we find that when speaking about "high" or "low" quality, we take quality as an open concept which may vary between zero and perfect. In a term like "quality product" the quality concept is closed, we could say; it can mean good quality only. I use the open concept throughout, following the usage that we do not speak about "a quality water" or "a quality landscape"
The facts and values (norms) that make up environmental quality are facts and values in terms of environmental quality characteristics (or parameters). These may be defined as all characteristics (or parameters) of the environment causally related to the final variables or, alternatively, to the functions of the environment. The term 'parameters' here is in wider use than 'characteristics'. The drawback of 'parameter' is that it tends to focus the attention on relatively reductionistic, 'little' characteristics, such as the ones found in the well-known lists of water and air quality. I will use the terms interchangeably. The quality characteristics, as said in the preceding section, concern all final variables, from health and economy to the more spiritual and ethical ones. So, environmental quality characteristics are the sulphur dioxide in the air, the maize in the field, the fish you can catch and sell, the wind that cools you off, the mountain that is your challenge, the great whales that share the world with you.

The term 'causally related' has been used for a special reason, namely, to distinguish the concept of environmental quality characteristics or parameters from the concept of what I here call environmental quality indicators. This distinction is important to avoid confusion and double-counting, as the following example will show.

Searching for an environmental quality parameter for temperate lakes from the final variables downward, one of the first parameters we may identify is the occurrence of commercially interesting fish, say, the trout. Then, we see that the trout may also be linked to a more spiritual final variable, say, something like 'wilderness value', connected to the possibility of lone hikers to live off nature in close, direct interaction. Third, the trout is an intrinsic value of its own. (Note that this is not a case of undue double-counting; 'trout value' really is these three.) This is the simple situation depicted in the top picture in Figure 4B: the trout is causally connected to three elements (small circles) in three final variable blocks, and the identification of the trout as a quality parameter runs along the three dotted lines downward.

Next, ecological models or experience may show that the trout is always there if dissolved oxygen concentrations are high enough. It might then be decided, for instance because it is cheaper to monitor, to take dissolved oxygen as the quality parameter, as shown in picture 2 of Figure 4B. The trout is simply passed through by the dotted lines and dissolved oxygen acquires all 'trout value'. (Note that taking them both would be a case of undue double counting.)

The next picture (3) shows the situation arising when it is discovered that dissolved oxygen is not only causally linked to the trout, but also to the fate of toxic substances entering the lake; high dissolved oxygen concentrations prevent toxicants dissolving out of anoxic sediments, for instance. Now, through some 'toxicant'

---

118 See, for instance, House (1990) for the UK water quality parameters (dissolved oxygen, dissolved arsenic, total coliforms, etc.).

119 I use the distinction between parameter and indicator here only for the conceptual purpose of this section. Therefore, I ignore the wide variety of existing definitions, typologies and terminological discussions.
Figure 4B
Parameters and indicators of environmental quality. At the top of each picture are the final variables. The upward lines are empirically-causal, the downward lines are normatively-causal, as in all Problem-in-Context figures (e.g. 3J)
variable, dissolved oxygen also acquires a health value; it still remains the only environmental quality parameter.

In picture 4, the first indicator appears. It may transpire, for instance, that some small benthic organism is both very susceptible to low oxygen concentrations and quite easy to sample; because it survives only when oxygen is high all the time, it may need sampling perhaps only once a year, or it may be a good 'early warner' when oxygen instabilities start to occur. Note, however, that the benthic organism is not causally related (other than 'backwards' through the oxygen parameter) to the final variables; it is not a quality parameter. It acquires all 'health' and 'trout' values, as the dotted lines show, but the dotted lines do not follow the causal links anymore.

Picture 5 shows what may happen if it turns out that a high dissolved oxygen concentration may not be the only condition for trout survival. Water turbidity, for instance, related to upstream erosion, may play a role too. Then, oxygen having become an unreliable stand-in, monitoring of the trout may be re-installed. The benthic organism now only carries relevance as a health risk indicator, as the picture shows.

Next (picture 6), it may occur to the ecologists that sampling the benthic organism is not really much use anymore. Might it not be the case that if the trout disappears oxygen may still be high, but as long as it is there, oxygen will certainly be high enough to forestall health risks? If so, the trout may be taken not only as a parameter for its own three final variables, but also as an indicator for environmental health. The trout now serves both roles and carries all the relevances the benthic organism had in picture 4.

Picture 7 shows the situation occurring when it has been decided that dissolved oxygen must nevertheless be measured, for instance because it is a legal requirement. In such a case, the weight given to the oxygen concentration in the overall quality assessment should reflect the health value only; the trout take care of the 'trout-related' values.

Obviously, this story may go on and on. We may, for instance, find that the level of the toxic substance in trout tissue is a health-related parameter. Then, we could also consider taking the toxic concentration in the trout tissue not only as a health-related parameter, but also as an indicator for the toxicant’s concentration in the water; the trout may even disappear completely at only slightly elevated levels of toxicants (Hodson, 1990). Note, however, that in spite of these ecological complexities, all pictures can remain clear and relatively simple, conceptually, if we keep track of the difference between parameter and indicator.

The search for environmental quality parameters and indicators has received much attention in the last decade, up to the point that, as Rapport (1990) puts it, "convening seminars on the topic appears to have become a spring ritual". Going through the literature that has been generated by these seminars, I have not been able to escape the impression that largely missing in it is the very thing that has provided the basic simplicity, relevance and logic of the pictures in Figure 4.B: the connectedness to the final variables, i.e. the relationships between the parameters and environmental objectives and problems. This impression is nicely summarized by a working group
of one of these seminars (Day, 1990), that had been given a Table Of Practical Criteria For Parameter Selection to work on:

"Additional criterion. The group felt that number 1 in the Table should be definition of the problem, before indicators are chosen."

In my experience (Van den Berg and De Groot, 1988; Van der Voet and Van der Naald, 1987), a line of parameter identification reasoning strictly from the final variables downward yields a set of parameters different from the ones in current use. One of the reasons is that this line of reasoning tends to stop when empirical models begin to fail; one then ends up with parameters relatively high up in the environmental effects chain (Figure 6j), e.g. toxic substances in fish instead of toxic substances in deep lake sediments. At the same time, it is clear that these sediments should somehow be monitored, and that the ecologists should be allowed to pursue and test their intuitions about 'early warning' indicators and other phenomena as yet formally unconnected to the final variables. Stigliani (1988) calls this the "bottom-up" line of indicator research. It may therefore be conjectured (De Groot, 1988c) that the following 'three-layer' structure for further development might be useful:

(1) A layer of 'top-down' research, using relatively finalized models and normative procedures to derive politically, logically and empirically grounded sets of environmental quality characteristics from the final variables downward. The results should be used in formal monitoring activities, EIA scoping procedures and so on.

(2) An 'interactive layer' of applied environmental modelling, where specialist scientists bring in their inspirations, tools and knowledge from 'below', and problem-oriented environmental scientists, from 'above', bring in the capacity to focus research on the relevant areas and to cross disciplinary boundaries.

(3) And a 'bottom-up' layer, where scientists are free to lay foundations and pursue their own intuitions with respect to what might be relevant parameters and indicators.

Although the example of the present subsection has been taken from ecology, also social scientists and philosophers have a role to play in the search for environmental quality parameters. Environmental quality discussions tend to focus heavily on natural-scientific characteristics, but environmental quality is also its education value for young children, its visual landscape quality and so on. The criticism of the philosopher Vest (1987) against the way the concept of wilderness solitude has been operationa-

---

120 It may be noted as well that the example has focused on environmental quality, not the sustainability final variable. As said in the preceding section, sustainability often does not add to a set of parameters to be assessed or monitored, but sometimes it does. As for the first category, repeated measurements (of toxic substances, trout, organic soil matter, etc.) is the approach to identify long-term trends. The second category are the special 'sustainability parameters'. One group here are the 'early warning' indicators, such as lichen growth abnormalities indicating that forest dieback may be imminent. A second group concerns the direct measurement of processes that do not add to or substract from present quality but irreversibly after future quality. Low but persistent soil erosion rates are an example (Piekarz, 1990). Another is the ground water level in peat soils used for agriculture; the dryer the soil, the faster it oxidizes away.
lized by environmental agencies (Chapter 8), for instance, is a discussion of how to derive landscape quality parameters from the 'solitude' element in the 'cultural value' final variable.

In the Netherlands, the 'top-down' component has become well-visible in recent years. Ten Brink et al. (1991) is an example; Latour and Groen (1991) is another\footnote{To Latour and Groen, Nip et al. (1990) is an English introduction.}, focusing on the environmental quality of the Dutch peat lowlands and coastal dunes. Latour and Groen start out with the general aims of environmental policy but then, contrary to Ten Brink et al., they do not try to derive environmental quality characteristics directly from them. Instead, they inventory all area-specific policy statements made with respect to the lowlands and the dunes\footnote{In general environmental policy, physical planning, nature policy and water policy documents.}, and work these into an integrated 'target image' of these regional environments. These 'images', although they are relatively simple landscape descriptions in terms of gradients, dynamics, patterns, interweaving of functions, naturalness and so on, besides being more specific, offer more richness and coherence than do the usual lists of disparate, general and reductionistic quality parameters. From their landscape images further downward, Latour and Groen have to (or at least they assume they have to) operationalize environmental quality into a parameter-by-parameter list, but this list still retains much of the richness of the landscape images. I emphasize this point here as a primer for the next section; letting go of abstract reasoning and instead responding to the environment more contextually is not only something discovered by philosophers, but also, independently, by applied environmental scientists.

\textit{From environmental quality back up: normative aggregation}

When environmental quality parameters have been monitored or when changes in environmental parameters have been predicted, they usually have to be aggregated into some kind of more condensed quality index or evaluation, e.g. in a State of the Environment report or an environmental impact statement. Aggregation is often regarded as problematic, because of its "subjective" character. This type of conceptualization has already been discussed in Section 3.6 and other places (the 'Cartesian trap'). Through it, one cannot deal properly with what aggregation is there for, namely, for the same reason that the environmental parameters are being measured in the first place, i.e. to be \textit{normative}, and in that sense 'subjectivity objectified', as is empirical science.

The aggregation of data can only be done properly in the perspective of some higher principle, a 'theory' of some kind. Roughly, the aggregation of environmental data can only be consistent if it is either radically guided by the normative principles of the final variables, focused on normative relevance for society, or guided by the
empirical principles of scientific ecology, focused on scientific progress in models and theory. Often, data can be interpreted and aggregated in both ways. Still, both directions of aggregation are very different. In between, confusion lurks.

I will first argue this position by means of two stark examples. Then I will cross over to the more common and subtle ways of missing the mark partially. The first example is the model proposed by Gilliland and Risser (1979) to describe the "total impact" of projects and policies. This "total impact", which Bisset (1988) finds "non-controversial" because only scientific data are required to assess it, concerning nothing more than the primary production of the project or policy area; the more primary production is reduced, the more negative is the "total impact". It is good, therefore, to convert old-growth forest into maize fields, and to eutrophy lakes. What Gilliland and Risser do here is to take a way of data aggregation that has served well in the perspective of an ecological theory (the 'Odum school' of energy flows), and declare it to be relevant, even superior to all others, in the normative perspective of what is good or bad action. The energy measure, they assert, is superior because it is "objective"; it does not "involve the biases of someone's value system".

Looking down upon the primary production parameter from the normative perspective of the final variables, we see that primary production is indeed connected to some of them, but only partially, indirectly and in varying ways. The problem with Gilliland and Risser is that they are hooked on what they regard as "objective" (viewing nature as an energy machine). All diagnosis, all analysis of environmental problems, all impact assessment and all proposals for solution are normative from the very beginning, however, that is, co-constituted by "value systems". The point is how to deal with this the proper way, and not to take refuge in some "objective" corner, thereby implicitly proclaiming as superior the value system that is the most subjective of all, namely, one's own. As has been discussed in Chapter 3 with respect to the concept of 'normative observer', it may from time to time be quite warranted to follow a "biased value system", e.g. to formulate an environmental problem through the normative eyes of small farmers or the Sierra Club. In many other cases, a more generalized (intersubjective, societal, 'objective') standpoint is the one to adopt, e.g. using the final variables or functions as they are explicated in environmental policy and in this chapter. Both ways, data aggregation is values-led.

The second example of disconnection between data and values concerns the aggregation of environmental quality parameters in non-normative categories, summarized from De Groot and Udo de Haes (1987). Bird species are usually recognized as all contributing to the final variable of intrinsic value of nature. Therefore, a species-by-species prediction of changes in bird numbers is an unproblematically relevant step in making an EIS. Let us now assume that a prediction of the impact of the conversion of a forest into a park-like suburban development is as follows:
- increasing: 10 very common 'suburban species', with a total of 1000 individuals
- declining: 6 rare forest species, with a total of 100 individuals.

These numbers may be integrated in a general category of "avifauna". The score will then be positive, in terms of number of species (+4) and in number of individuals...
An other way to do it is to separate the birds in two categories, suburban species and forest species, and say "suburban species up, forest species down ", yielding the impression of a balanced net impact. Needless to say, these types of aggregation open up wonderful possibilities for suburban developers to manipulate EIS outcomes. In the second type of aggregation, for instance, the outcome is the same for any size or lay-out of suburban development. Taking a real-world example from the Netherlands, applying the second type of aggregation to the construction of a huge disposal site of toxic harbour sludge results in "mud-wading birds +, other birds - ", for all site variants (Gemeente Westvoorne, 1984).

The problem here is that the categorization of bird species bears no connection to the final variables. Operationalizing the intrinsic value of nature (Section 3.6.) results in normative criteria like naturalness and rarity. Whether or not birds prefer suburbs or mudflats is simply not the normative issue. Keeping up the connection between the birds and the final variable, that is, keeping the categorization relevant for an EIS or any other decision-oriented document, requires that the birds are categorized in rarity classes, weighed for their 'rarity value' or treated in some other sound normative way, and not manipulated into "objective" categories to the developer's liking.

One of the recurrent themes in environmental science literature and practice is the aggregation of environmental quality parameters by means of indexes. A discussion of this tradition is the third example promised, showing "the more common and subtle way to miss the mark partially". As I will try to show, my criticism will here not concern the phenomenon of indexing as such, but rather the way it is commonly applied.

A characteristic example of indexing is the U.K. "Water Quality Index" and other water indices discussed by House (1989). The four stages of the development of an index as formulated by House are "(1) parameter selection, (2) the transformation of the parameters on the same scale, (3) the development of parameter weightings and (4) the selection of an appropriate aggregation function." We may note here that there do not exist fundamental differences between this approach and much of what I have proposed up till now. I prefer to see stages 2 and 3 as a comparison of factual parameter values with parameter standards in which all available knowledge has been formally accounted for rather than trusting expert scaling and expert judgement weighing, but the essence is the same, viz., to put the factual measurement or predictions on a normative ('quality') scale. Further, I prefer to see stage 4 as the application of some empirically grounded integrative model rather than the application of some relatively empty "aggregation function", but again the essence is the same, viz., the condensation of the many normative scores into one (the 'index'). Furthermore, the procedure obviously does not suffer from the defect of the bird species example; because the procedure is standardized, no-one can escape from the normative truth by taking recourse to some arbitrary categorization.

Then, what can be wrong here or, for that matter, with all the other water, air and soil quality indexes reviewed by, for instance, Bisset (1988) and Driessen et al. (1991)? As a first step towards the answer, I will first quote Bisset's major criticisms
with respect to the indexing approach, then rephrase these criticisms and then expose the problem and the alternative. Bisset writes:

"It is argued that the subjectivity involved in the [index] computations is hidden within a spurious objectivity"

and:

"One important drawback to the [index] methods is the manner in which they compartmentalize and fragment the environment."

Rephrasing this, my criticism is:

(1) Expert judgements with respect to empirical scientific matters are often necessary and not inherently problematic; it is unacceptable, however, when these judgements automatically imply a normative weighting between the final variables (e.g., trading off economy against culture, or human health against nature), as current index methods do.

(2) Current index methods compartmentalize environmental problems into non-normative, hence irrelevant categories.

(3) Current index methods focus attention almost exclusively on fragmented, reductionistic parameters, hence on only a part of what is relevant.

As for the last of these three, I refer back to the previous subsection and to the principle of logical enumeration (Section 4.3), which together permit a parameter identification that keeps track of exhaustiveness and higher system levels. Hence, I leave it aside here. As for the first two of the three, the following example will indicate that they point to what is in fact a single basic problem. Let us assume that the air over a certain region holds the following three problem-relevant substances:

- PAHs
- SO2
- NH3.

Working these three into an air quality index obviously requires a substantive amount of empirical-scientific modelling or expert judgements. For instance: how carcinogenic are the different PAHs with respect to each other? Do they work synergistically with SO2? How much does NH3 contribute to the deposition velocity of SO2? How vulnerable are the region's forests to acidification? In this field, expert judgements are not inherently more problematic than models; both can be ungrounded, both can be biased by 'school-isms' and so on. Now, let us have a look at the impacts of the three substances. Roughly, they are:

- PAHs: human health
- SO2: acidification and human health
- NH3: acidification and fertilization (=eutrophication).

It may be noted that this list is mixed in the sense that it contains the final variable of human health and the non-final, 'thematic' variables of acidification and eutrophication. The thematic variables offer an opportunity for thematic indexing. Well-known examples, for instance, are the Ozone Depletion Potential, the Global Warming Potential and the 'acid equivalents', in which different substances are weighed with respect to their contribution to ozone depletion etc., and added up. A condition, of course, is that the substances work additionally in reality; indexes for eutrophication, for instance, should take not the addition but the minimum of the phosphate and nitrate contributions, as
These impacts may be translated further in final variable terms. We may do so noting that acidification has a large impact on timber production (hence, 'material welfare' or 'economy') but that its impacts on nature, in the Netherlands at least, are in fact less outspokenly negative. What nature suffers much from, at least in the Netherlands again, is the eutrophy effect of NH₃. This effect, at the same time (but under the term of fertilization) is roughly positive for timber and other primary production. The resulting impacts in terms of the final variables (leaving out cultural values, relationship values and sustainability, for the sake of simplicity) are therefore:

- PAHs: human health (-)
- SO₂: economy (-); human health (-); nature (-/0)
- NH₃: economy (-); human health (-); nature (-/0); economy (+); nature (-).

This, of course, is nothing new empirically. The list shows, however, that any weighting of the air quality parameters into a single air quality index implies a weighing of the final variables. Making the index, human health, economic values and intrinsic values of nature are implicitly traded off against each other. I do not of course deny that such weightings of the basic aims of environmental policy are always necessary to reach environmental policy decisions, but doing it here and in this way is about the worst place and way imaginable. It is the wrong place because the weightings are mixed with technical-empirical expert judgements from which they should but cannot be separated. It is the wrong way because the weighing is done in abstracto, without the contextual knowledge that comes with speaking about concrete problems and concrete decisions (see the next section).

How to escape from this dilemma? Should the general public, politicians and ethicists be involved in air quality index-making? That will not work. The whole matter is simply too technical. Moreover, it still remains the wrong way; people, politicians and ethicists certainly can make grounded decisions, but only when they have a full overview of concrete problem situations, not when they are forced to make trade-offs little by little and without concrete knowledge (again, see the next section). Should indexing therefore be avoided completely? That would exclude the possibilities of unproblematic weighting of technical-empirical matters, which in itself is quite useful. The way out is not to drop indexing, but to drop the air quality index. What are needed are indexes not for environmental compartments or components, but indexes for final variables.

If we have a certain region, then, reviewing the environmental quality there would not result in a water quality index, an air quality index, a forest quality index and so on, but a health quality index, economic quality index, cultural quality index and so on, with respect to the region’s environment. Each of the latter type of indexes (which may of course also be more qualitative presentations or narratives) is integrated

shown by De Groot (1983) and De Groot et al. (1987). The thematic indexes of course have their own validity difficulties, but the indexes being purely empirical, these difficulties are not normative (such as the implicit trade-off of final variables). By the same token, they can always be taken as empirical 'pre-aggregations' towards the final variables. By the same token, too, they are left out of the discussion of this section.
without involving major value judgements. The integrations are possible because each final variable has its own coherent 'backbone'. Health indexing accounts for all pathways of all toxic and otherwise harmful agents. Economic indexing sums up all the environmental contributions to agriculture, forestry, recreation and so on. Cultural 'indexing', more narrative but no less coherent, goes into the educational, spiritual and history-expressing qualities of the landscape and its separate components. 'Nature indexing' assesses qualities in terms of naturalness and 'relationship indexing' goes into the intensity and non-dominance of people-environment interactions. And a sustainability index adds the long-term perspective to it all, both in terms of trends in the other indexes and in terms of its own process-oriented parameters (cf. the previous section).\textsuperscript{124} The same six indexes may be used not only for environmental quality assessments, but also for the indexing of substance emissions and waste, for integrated environmental labelling of products, for activities to be assessed in EIA, and so on.

Adopting the 'final variables approach', in my opinion, holds a number of substantial advantages over the present-day situation. Several of them have been indicated already, e.g. the certainty of covering all the basic aims of environmental policy and the avoidance of arbitrary categories of aggregation in which trade-offs between these basic aims are hidden. There exist a number of additional advantages that will not arise immediately, but amount to the sustenance of a process of coherent and critical 'index building'. Such a process, which is no more special than a normal process of theory building in any scientific field, has never taken place with respect to indexing and allied appraisal methods. It is noteworthy, for instance, that all EIA methods reviewed in Bisset (1988) and all 24 EIA methods evaluated by Thompson (1990) were designed in the 1970s and have not since been developed further. They simply sprang up out of the immediate need to have something for EIA-making and quality assessment and proliferated into a wide array of disconnected and arbitrary approaches. After that, 20 years of stand-still followed; there is hardly a better proof of the disadvantages of viewing environmental science as an applied science only, lacking a level of more fundamental, longer-term theory building.

In this light, advantages that do not arise immediately but sustain a process of coherent and critical 'index building' may prove to be even more important than the advantages carried by the 'final variables approach' as such. These long-term advantages arise because the final variables approach is externally and internally connected. By 'externally connected' I mean that the final variables, and with them the indexes built to express them, are each linked to lively and important theory fields. A human health index, for instance, is linked to theories of health (cf. Chapter 8), the acceptability of risks and empirical-epidemiological testing; 'material welfare' assessment is directly

\textsuperscript{124} Note that, essentially, all indices can make use of all environmental parameters relevant to them. Some, such as carcinogenic toxicants, may be relevant for only one final variable. Others may be relevant for several final variables at the same time. A bird of prey, for instance, will be taken up into the 'intrinsic value of nature' index, but may also be of cultural-symbolic value as well as contribute to agricultural stability.
connected to a wealth of developments in environmental economy; an 'immaterial welfare index' can immediately respond to philosophical value explorations like those of Rolston (1988) and criticisms like those of Vest (1987), and so on. This way, index building will become a lively intertrade between the practical assessment needs and realms of more fundamental discussion, to the benefit of both.

The 'final variable approach' is, as I said, also internally connected. By this I mean that if the same six final variables constitute the core outputs of assessment in all fields (EIA, product appraisals, environmental quality assessment emissions indexing and so on), all the different variants that will undoubtedly be developed will still be allied and within 'critizable reach' of each other, thereby fulfilling another condition for progress.

Obviously, a cross-over to final variable indexes entails a rethinking of ingrained patterns. On the other hand, many elements of new patterns already exist. In the field of health, especially, where index builders can rely on relatively well-developed and traditional knowledge, integrated indexes are beginning to emerge spontaneously. Giroult (1988) gives an overview of disease agents, risk groups, pathways etc. that should go into an integrated health assessment. VROM (1990 a, b) is a semi-official attempt to formulate an environmental health index, aggregating data concerning noise, carcinogenic and toxic substances in the air, stench nuisance and safety risks. Guinée (1992) present a simple method to assess emissions, not environmental quality, in the direction of environmental health. They divide the emissions by the associated environmental quality standards (e.g. MAC for emissions to the air), arriving at cubic metres of air, water and so on polluted to the standards limits.

First attempts to arrive at a some grounded index, formalized-quantitative or more qualitative, are also visible in the interpretation of environmental data in terms of the final variable of the intrinsic value of nature. The assessment criteria in Eagles (1984), Udo de Haes and Canters (1986) and others will be discussed in Section 4.6.

Market prices and shadow prices are the long-standing tools of economics to aggregate environmental benefits in an index representing the final variable of material welfare. A brief discussion is provided in Section 4.9. Here, it may be noted that if the 'non-economic' final variables are catered for in their own quantitative or narrative indexes, and if these indices can be handled in a multi-criteria analysis or some other,

---

125 It might be considered to leave carbon dioxide out of the system, because of its weight and the special character of its impacts. All other existing indices can be brought into the final variables system.

126 Excluding health pathways through soil and water, the index is only a partial index. This is caused by the fact that the index is meant as a tool for zoning around industrial plants and suchlike projects. If a comprehensive health index were to be constructed, there would no longer be a need to use a partial index. In use for zoning purposes, the 'air pathways' would prove to be the most critical in most cases, but soil and water would enlighteningly prove to contribute their share in spatial variability as well.

127 It may be noted here that I do not often mention safety and nuisance elements in the final variable of environmental health. This is only so as to not burden the text with too much detail.
less formal and more contextual overall assessment approach, there is no need to stretch the cost-benefit analysis to also cover the final variables it is less suitable for.

All the approaches touched upon here can (and should, in other contexts) be criticized for being crude, partial, opaque, and so on. In that sense, they do as yet not differ much from the traditional indexes aggregating data into non-normative categories. Yet, because they strive to be coherent 'final variable approaches' they all are fundamentally superior and, as the Dutch say, 'future-rich'.
4.5 The World Will Speak Through Us When We Let Go Of The Metaphysical Voice

Environmental Impact Assessments are often rounded off by some form of multi-criteria analysis (MCA). The basic idea of MCA procedures (e.g. Voogd, 1983) is that the various plan alternatives are characterized by their predicted impacts on impact variables (the 'criteria'), for instance the final variables of human health, economic costs and benefits, the landscape, species diversity and so on, and that the decision is reached by assigning weights to the criteria. With respect to this procedure, the policy analyst Heuer (1980) asserts that, in practice, it never works this way. Policy makers cannot give, or flatly refuse to give, a general trade-off weight of nature against economy, landscape against health or whatever. Instead, they ask: "What is this thing I am supposed to decide upon by giving you my trade-off weights? Tell me about the problem, the conflict, the adversaries, the arguments and views, the causes and solutions!" Then, on the basis of this substantive insights, decisions are usually reached, leaving the sad policy analyst only with the possibility of calculating ex post, what the trade-off weights have been in this situation (in the next, they will be different). If the problem proves to be too complex or fundamental to reach a decision in one go, the decision-maker may ask the policy analyst to play around with the MCA chart a little in order to organize the deliberations. He may also ask for more details about the problem situation, or visit the area and organize a hearing in order to get the stories as rich and first-hand as possible. In all this, the general criteria play an important role; the stories, for instance, are about health, costs, benefits, species diversity, landscape and so on. But the criteria act as guides for the stories to be told, not as final assessment criteria and, more characteristically, the decision is reached not by abstract manipulations of the MCA chart, but by listening to the concrete problem, put in the concrete context of its history, its causes, its solutions.

This, in a nutshell, is the procedure of contextual ethics. The title of this section, taken from Cheney (1989b), suggests that this procedure will work best if we, as environmental scientists, let go of the idea that we need generalized, abstract ("metaphysical") value hierarchies and theories to force the world into our prefabricated structures. Being open to the world, we can listen to the multitude of voices emanating from it, and speak forth that listening.

The purpose of this section is to first clarify the nature of contextual ethics somewhat further and relate it to some ongoing development in philosophy and science, and then show how it can be put to work in environmental science practice.
The position of the present section in the chapter as a whole has the following background. First, I have declined to start out with it, in order to avoid the suggestion that all final variable work should be approached in narrative, 'postmodern' ways. For the next section, however, we need the insight. The resulting position in the middle of the chapter also bears a symbolic significance; contextual ways of reasoning may not hold a position of primacy over traditional, 'abstract' ethics, but neither are they an afterthought, a dessert to the final variables meal. In my opinion, it is important for environmental scientists to know how to walk both roads, and find creative ways in between.

The procedure of contextual ethics, and the rehabilitation of the narrative

Cheney (1987) analyzes the moral situation existing when we eat food (say, a carrot) grown in our garden. There is a problem here, we could say. If we say that nature has intrinsic value, i.e. a right to life, then so has the carrot. We have an obligation to protect this right to life, but we break this obligation when we eat the carrot. How may these rights be adjudicated? Should we say there is a value hierarchy, with human rights superseding carrot rights? Or should we strike some balance between our obligations toward the carrot and our property rights? (We grew it in our garden, after all.) In any case, some conflict exists, and some guilt must remain when we decide to eat the carrot. This, Cheney asserts, is not inherently so. Rather, conflict is structured into the situation by the vision and language of rights and obligations. In a different vision, and speaking in a different voice, we may approach the situation by asking, as Cheney does, whether eating the carrot may be an "appropriate response" not to a set of rights and obligations, but to "a world I have come to know and cherish". If it is, there exists no conflict at all.

In the previous section, we have discussed the concepts of 'final variables' and 'environmental quality parameters'. This is a type of language that leads to conceptualizing the world in abstract universals. With respect to whales, for instance, the logical thing to say would be that the environmental quality parameter is "the Balaenidae stock" or something like that. In this clause, 'Balaenidae' is an abstract category and 'stock' is just a number, abstracted from the person who counts and from those who are counted. At the particular spot where the whales are mentioned in the previous section, however, there is not the Balaenidae stock, but the "great whales that share the world with you". This image is different in that it speaks the language of the concrete (the whales, the world, and you). At the same time, it is different in the moral image it conveys, the adverb "great" associating with 'to cherish', rather than with to count, and the verb "share" speaking the language of relationships, not obligations.

The whales clause is an example of the fact that in moral theory and practice, matters of methodology (e.g. the contextual procedure) tend to go hand in hand with matters of content. In Cheney (1987) and Jack and Jack (1989), for instance, the 'ethics of rights and obligations' is contrasted to the "ethics of care". These, as
discussed extensively in Chapter 8 and summarized in Section 4.6, are different throughout, from the first moment of conceptualizing the world and the self, then to the conceptualization of what are moral problems and their causes, and finally to the procedures to solve them. Here, I will separate the substantive and the methodological sides as far as possible, concentrating on the latter.

The procedure of abstract ethics, in short, is the balancing of conflicting rights and obligations by means of some abstract calculus of fairness. The basic requirement for this procedure is the existence of a system of justice. This system consists of an array of real-world institutions (roughly, the legal system and the political machinery of decision-making) but at the heart of the system are the generalized principles of justice, the value hierarchies and the "fairness equations", such as multi-criteria analysis, cost-benefit analysis and likewise normative mathematics. This system is used to 'feed' problems into: first, the relevant characteristics of the problem are selected, then these characteristics are used to fill in the equations of fairness, and subsequently the system provides the answer. Moral work, in this picture, is to build the system of justice and to learn how to 'simplify problems into it'.

The procedure of contextual ethics, in contrast, is not to 'feed' the problem 'up' into the abstract principles, but to 'feed' the abstract principles 'down' into the problem, guiding the representation of the problem in relevant directions, but keeping the analysis at the level of this, concrete, problem, the description of which is enriched with more detail and more context, until the representation of problem-in-context is found to be "compelling", and solutions follow from it. The basic requirement here is the existence of a moral community that can do the contextualizing work and endorse the solutions; moral work, here, is to build the moral community and learn how to listen to the full richness of problem situations.

It may have struck you by now how contextual ethics lie close to the ethics of daily life. We seldom say that our "moral community" has reached a "compelling representation" of a problem situation, but what we do when we call in our friends to 'talk things over' is essentially the same procedure. In fact, much of contextual ethics is a philosophical rehabilitation of daily life (and female) ways, against the "modern" (= Cartesian) vision of man the isolated bundle of rights, alienated from all sources but his own ratio.

With the rehabilitation of contextual ethics comes the rehabilitation of the narrative. Telling the stories of the problem situation, as opposed to filling in the equations of justice, is the contextual key tool. Thus, closely intertwined with contextual ethics is the 'post-modern' emphasis on science and politics as the enhancement of the multitude of stories, the voices of the world that can be heard after the abstract, "totalizing" discourses of modernity have been "deconstructed". Environmental science
does not need to follow post-modernism in all its extremes (e.g. Tyler, 1990) before it can profit from its inspirations. We do not need to deconstruct modelling before we can see through the implicit but all-pervading message that the 'systems look' at the environment is the only one scientifically legitimate (Gough, 1990). We do not need to deconstruct the problem-in-context framework, abstract though it is, before we can see that "final variables", "norms chains", "secondary actors" and so on can also be the underlying framework for problem-oriented environmental storytelling. In fact, much of Chapter 7 is devoted to this matter. As we will see there, narrative ways of doing environmental science can also be grounded in older traditions than post-modernism, such as hermeneutics and qualitative social science.

**Contextual reasoning in application**

Needless to say, contextual reasoning holds much practical potential for problem-oriented environmental science; further theoretical enquiry will certainly open up many new areas of application. There exists a number of areas that seem to be of special importance in this respect, because they link up easily with contextual inspirations, or are in fact developing them spontaneously. Below, they are briefly reviewed.

1. As explored in Chapter 7, narrative procedures seem to have a special relevance in EIA and allied, decision-oriented studies. For some evaluation criteria (e.g. naturalness, as the next section explains, but also others in the field of the 'non-material well-being' final variable), a narrative procedure is inherent in the criterion itself. For the others, contextual approaches may be applied as seen fit, either to complement or to replace the traditional, multi-criteria-like outcomes.

2. Environmental education, at least in the Netherlands, has been split into a 'modern' variant of teaching facts about environmental problems and a 'traditional' variant of direct contact between the child and nature (Huizing, 1990). Environmental science, dominated as it still is by the Cartesian 'system image' of machine-like nature, has never had much contact with the 'traditional' field, characterized by its emphasis on "experienced nature" (Spaargaren and Mol, 1990). Today, as reflected for instance in IUCN et al. (1991) and Blight et al. (1990), environmental educators are beginning to realize that the 'traditional' ways are in fact the post-modern ones. In the same vein but at the university level, Sturgeon (1991) gives a noteworthy account of rediscovering poetry, ethics, society and personal involvement in the environmental science classroom.


---

128 In radical post-modernism, for instance, all discourses are taken to be completely "local, immanent and incommensurable", as Tyler puts it. In other words, no positive role is ascribed to general criteria, even not the guiding role I ascribe to them in the description of contextual ethics.

129 Indicative of the rise of the 'ethics of care' that comes naturally with contextual methodology, the document is called "Caring for the Earth" (without acknowledging the feminist sources).
aiming to "defuse conflict" and to "improve relationships" by way of "creating a rich picture" of the problem situation. This almost perfect description of the contextual procedure indicates that participatory analysis and planning is another area lying in wait for connections between contextual theory and environmental science applications.

(4) Already mentioned in Section 4.4 are Latour and Groen (1991), who derive environmental quality standards from integrated, narrative 'target images' of a lowland and a dune landscape. Cheney (1989b) addresses the question of how we, after the post-modern deconstruction of the totalizing discourses of modernity, can rebuild anything through which we "can lay claim to having access to the way things are", and proposes as one possibility the "bioregional narrative", the negotiated stories of land and people. This encounter between the applied environmental scientists and the ecofeminist philosopher, bien étonnés de se trouver ensemble, suggests that here also, fertile linkages between theory and application may be built without long-drawn efforts.\footnote{In the Netherlands as well as elsewhere, a distinction is often made between 'general' and 'special' environmental quality. The general standards then consist of the nation-wide basic norms related to all final variables. 'Special' environmental quality is region-specific, tuned to the region's own potentials and responsibilities. Larsen et al. (1988) derive 'special' water quality standards for ecoregions following a purely quantitative approach. The bioregional narrative is very different, but an interesting alternative candidate for 'special environmental quality' assessment. Special quality then should not only be geared toward nature protection (as it is in the Netherlands), but to all final variables, including people-nature relationships.}
4.6 Operationalizing The Intrinsic Values Of Nature And People-Nature Relationships

In Section 4.1, "nature" and "people-nature relationships" are included among the final variables, i.e., among the variables that have intrinsic value for the normative observer. The present section aims to further operationalize these concepts, in order to enhance their applicability in policy design, impact assessment, norms derivation and so on. The focus, therefore, is not on the normative contextualization in ethics or ecological theory. Insofar as we need this context, I will simply refer to the places where it is given, notably in Chapters 7 and 8.

'Nature', 'naturalness' and intrinsic value carriers

Nature, it may be said, is what you find in nature areas. Or, taking a somewhat broader look, nature may be enumerated as trees, lakes, mountains, bears, and so on, without using a strict wilderness criterion. Both ways, 'nature' is a classificatory concept, used to define a certain category of things, juxtaposed to categories like 'man' or 'culture'. Both ways too, nature is something you can go to, or be with. This conceptualisation of nature as a category of things is the usual meaning of the term in daily language and in the language of most environmental scientists and philosophers. Its advantage is its concreteness, in the first instance at least. On closer inspection, however, ambiguities creep in. A park, for instance, is it nature? Or a forest where all trees, as they are in the Netherlands, are in fact planted, is it nature? Or an extensively grazed meadow in the Netherlands, where plants, in high diversity, are free to establish themselves but which could not be there without continuous management of polder water levels: is it nature?

In the answers to these questions, the concept of nature as a category of things loses its concreteness. Terms appear like 'real nature', the 'semi-natural landscape', and 'nature management' as the final contradictio in terminis. It appears, then, that we may arrive at a less troublesome conceptualization by starting out with a concept that is more abstract in the first instance, but may lead to a more fruitful and graceful result in the end. This conceptualisation takes not nature, but naturalness (or wildness, or self-ordering, or spontaneity) as its point of departure. We then arrive at the image of nature not as a category of things, but as the naturalness in everything. Value, then, is not in bounded spaces (this wilderness area, this eagle), but in space throughout, in which wilderness areas are the most complete, and thus the most cherished, expressions of naturalness. As Birch (1990) puts it:
"Wilderness reserves should be understood as simply the largest and most pure entities in a continuum of sacred [i.e., natural] space that should include, for example, wilderness restoration areas of all sizes, pocket-wildernesses in every schoolyard, (..) cracks in the pavement (..)".

What we cherish, then, in pockets and cracks is not that they are pockets or cracks, but the self-organizing life that expresses itself through them. In this conceptualization, nature policy is not the management of nature reserves and 'semi-natural' landscapes, but the fostering of naturalness everywhere. When operationalizing such a policy at a practical level, wilderness areas will prove to require a layer budget than are cracks in the pavement, but many differences between the two types of policy will continue to be present. In the 'naturalness' conceptualisation, for instance, the enhancement of 'urban' nature close to home will appear not only as a means to sensitize children and adults towards preserving 'real' nature, but also as an aim in itself. And deeper down, the 'naturalness' conceptualisation is much more expressive of the image of Rolston (1989: 130), in which nature is not only the collection of 'emergent' creatures and systems that share the world with us, but also the source from which we too have arisen, and to which we are still deeply connected. Moreover, the 'naturalness' conceptualization is much more conducive to the long-term vision of Birch (1990), in which nature is taken out of its "incarceration" in wilderness areas and the sundays of our life, and is re-installed as the "holiness inhering in the place where one lives".

Operational criteria for the intrinsic value of nature, it seems, should be able to fully express the 'nature' conceptualization of traditional nature policy objectives, but should also be interpretable in the 'naturalness' conceptualization of alternative nature policy, which I hold, intuitively, to be more 'future-rich'.

Operationalizing the intrinsic value of nature works chiefly by specification of appropriate criteria for evaluation. Before we can apply criteria, however, we have to know what to apply them to. What, in other words, are the 'target entities' of nature policy? Or, putting it more philosophically, what in nature can we have duties towards? In laws and policy documents, we find individual organisms, species, ecosystems and geological/geomorphological structures as policy target elements. At the same time, there are questions as to what these units are exactly and also whether all of them are really 'morally considerable' in their own right. For that reason, they will be briefly reviewed here.

The protection of individual organisms holds only a weak position in nature policies, associated as it is with animal protection of the 'Society-for-the-prevention-of-cruelty-to-animals' type. Nature policies are about the protection of species, not individuals. This firm stance is not without its own problems, however. Putting the locus of value on the individual organism is not confined to the society for the prevention of cruelty to animals. Ethically relevant, for instance, is that each individual animal (domesticated or not) has telos, some degree of awareness and the capacity to suffer, while the species has not (viz. Section 7.7). Moreover, there is the argument of Callagher (1988), who denounces species protection as the "disdain of the biologists". What
most people enjoy primarily when a wild bird visits their garden, Gallagher asserts, is *that bird*, not some abstract species entity. There do exist sound arguments, therefore, to say that nature policy should enhance simply *numbers* of wild animals and plants, irrespective of species, or with species at second place.

But what would such a policy lead to? If, for instance, we see a wolf killing an elk, what should we do? Run to protect the elk? But then, what to do if the wolves starve? Feed them? With what? With elks, e.g. by taking out the weakest and oldest from the population? But wasn’t that already what the wolf was doing? At the higher level, we want elks and wolves (species) to continue, and their natural relationship (the ecosystem) through which both the wolf and the elk species maintain their evolutionary fitness.

Species are not mere categories of individuals; they are the identifiable long-run streams of life. At a higher level, we see the individual as an instance incarnating the species genome. As Rolston (1988:149, 151) puts it:

"The genetic set, in which is coded the individual’s telos, is as evidently a property of the species as of the individual through which it passes. (...) The species too is a historic process with a vital individuality pursuing a pathway through the world (...), a storied achievement."

A biologically informed ethic, Rolston concludes, sees primarily the species as the ethically binding survival unit. Additionally, we may observe with Rolston and with Sagoff (1988) that legal courts in practice vigorously uphold the species point of view; an emphasis on species is obviously not something conceptualizable by biologists only.

What we see and value in nature is individuals *and* species. With the wild bird in our garden, the individual comes first; the life stream it expresses is the additional source of value. When, on the other hand, Rasa (1985) decided to study the mongoose, the species came first; then, in the field, came the family ("Diana and Co.") and finally the individuals, Diana, George, Moja, Mbili and all the others, expressive of the same genetic set and yet different one by one, as an additional source of wonder and admiration.

Nature policies, in my view, should be expressive of both individual and species value. Separating these two into distinct 'numbers' and 'species' sub-policies or subsets of evaluation criteria does not seem a wise course, however. Without pursuing the issue at a philosophical level, I intuit that the concept of *population* may serve as an appropriate confluence of individuals and species thinking. The following reasons apply.

- 'Species' is an abstract concept. Species do not have a concrete size. Populations do, however, in a way that each individual counts. Also, far above species extinction thresholds, environments with large populations are better than environments with small numbers of the same species.
- Populations are populations of *species*; contrary to 'individuals thinking', in which is it rightfully maintained that each individual carries the same *telos* and hence the same value, 'populations thinking' allows nature policies to differentiate between the common and the endangered.
- Populations are natural units; contrary to species and individuals, they do not exist in zoos.

- Populations carry the long-term perspective; populations remain fit because individuals die selectively. With this also comes the notion of carrying capacity. If a carrying capacity is exceeded, each extra individual still counts, but in a problematic way. 'Populations thinking' thus leads to the maintenance and enhancement of carrying capacities as a key element in nature policies. Populations, therefore, may be thought of as the first final variable, the primary 'target entities', of nature policy.

The *ecosystem* concept is the next candidate for describing policy target entities. First, we must note here that in empirical ecology the concept lacks a notion of scale. Ecosystems have boundaries identifiable as "relationship density minima" (CENW, 1984), but these may be as wide as the North Sea or as bounded as the bacteria community on our teeth; see, for instance, Odum (1971) about the succession of a dunghill community. For empirical theory, this makes sense; for normative theory it does not. In normative literature (ethics, policy statements, etc.), we encounter descriptions of value residing in three more specified types of ecosystems, notably:

- The 'primary units' of the landscape, called *ecotopes* by Troll (1950) and Stevers et al. (1987). Typical ecotope types are, for instance, brackish creeks, alpine meadows and hickory-oak forests.

- Then, there are the secondary and higher units that may be typified by their homogeniety or characteristic heterogeniety: the ecodistricts, ecoregions, ecozones, biomes and so on (e.g., Bailey, 1983; Klijn, 1991). Taking them all together, we may use *ecoregions* as the umbrella term.

- Stressing the process rather than the pattern aspect, we also find the more foundational notion of the ecosystem as the carrier of bioevolution, the "source" in Rolston's term. The process-oriented conceptualization of the ecosystem as bio-evolution expresses values which are not only intrinsic, but at the same time crucial for sustainable human development. It will therefore be re-encountered in the Annex of this chapter.

The question here is: are these systems nature policy targets in their own right? As explained in Section 7.7, there is much to say for evading the question of intrinsic value at this point. First, we may regard the ecosystem as simply the sum-total of the species it holds, and conclude that ecosystem protection is the protection of the many inconspicuous species that usually slip through the net of species-oriented nature policies. Secondly, populations so obviously need the ecosystem in order to function as populations at all that population protection includes ecosystem protection without further explanations being necessary.

Other ways of reasoning (e.g. Section 7.7, and Rolston, 1988) arrive at the conclusion that ecosystems (especially the closely-knit ones) do have an intrinsic value of their own, not because they have their own *telos* and hence their own interest, but because they have their own *dignity*. Through the dignity concept, it also becomes theoretically accessible that geo(morpho)logical structures and processes can be policy
targets, i.e. worthy of protection, coinciding with the common intuition that places like Mount Fuji or Antarctica are somehow 'more' than our backyards, and that not every river or estuary is lying waiting to have its geomorphological dynamics dammed and tamed.

Finally, without necessarily going into the question of whether processes (as opposed to entities and their structures or patterns) can be intrinsic value carriers, it should be noted that the ecosystem concept cannot go without the processes notion. The traditional emphasis on ecosystem structures and patterns leads to policies that try to fix things in places and niches where they are assumed to belong because they are there at present. Modern ecological theory and research (e.g. Hengeveld, 1990; Van Zoest, 1991; Botkin, 1990) indicate that species are constantly on the move, and that ecological balances are forever shifting, often permanently far removed from 'equilibrium' states. Nature protection is not only about the patterned results of natural dynamics, but also, and maybe even more, about protecting the dynamic processes themselves.

Summarizing this subsection, we can say that nature policy (policy to protect and enhance the intrinsic value of nature)

- should not only be conducive to the conceptualization of nature as an assembly of species and system entities, but also to the conceptualization of nature as the naturalness of everything
- and that nature policy should be targeted towards patterns and processes in and between populations and ecosystems (including abiotic features of special quality).

The remainder of this section will be devoted to the development of criteria and procedures to operationalize the intrinsic values of nature and people-nature relationships, bringing them one step towards the practicalities of policy-making. Criteria are qualitative norms; they describe what is normatively relevant without, however, pinpointing a certain threshold value dividing the acceptable from the unacceptable, as quantified norms do.\textsuperscript{131} Hence, criteria perform all the functions that other unquantified final variables do; they describe policy objectives, they prescribe the terms in which proposals should be evaluated (e.g. in EIA), they form the basis for norms derivations reasoning 'downwards' from objectives to environmental quality and activity variables\textsuperscript{132}, and guide the design of new policies.

Below, we first define the two 'families' of criteria with respect to the intrinsic value of nature. Then, the focus is on the operationalisation of these two families separately. Finally, we turn to the operationalization of intrinsic value in people-nature

\textsuperscript{131} The Acceptable Daily Intake (ADI) is a well-known example of a quantified norm; it first qualifies what is important (e.g. mg Cd intake per day) and then quantifies the threshold (e.g. 0.1 mg Cd intake per day). With respect to the intrinsic value of nature, only few quantified norms exist. A well-known example is the 'Ramsar norm', specifying that a wetland is of international importance if it supports 1% or more of the global population of a bird species.

\textsuperscript{132} With respect to Dutch nature policies, see for instance DHV/RIN (1991) about parameters such as 'density of footpaths', 'cubic metres of extracted groundwater' and so on.
relationships. The treatment will be brief and categorical, all issues in fact summarizing the results of Chapters 7 and 8, respectively.

Two families of criteria for the intrinsic value of nature

If we conceptualize nature as a collection of discrete species and system entities, and if we then concentrate on such well-known criteria as diversity and rarity, we fall into the 'zoo trap', i.e. the idea of nature policy as the preservation of as many species as possible, irrespective of the degree of artificial inputs that preservation requires, and the preservation of ecosystems in the state and place they are, irrespective of natural tendencies to climax states and dynamic breakdowns, e.g. by fire. These policies have come under criticism in recent decades (e.g. Bester, 1990; Van Zoest, 1991). The most important ground for this criticism, in my view, is that having conceptualized nature as an collection of things, the first thing we must do is restore the perspective of nature as naturalness. In brief, to let nature (as a collection of things) be nature (as naturalness).

There exist, therefore, two core criteria to operationalize the intrinsic value of nature: naturalness and diversity (e.g. De Groot, 1987; Kockelkoren, 1990a). Needless to say, naturalness and diversity are often at odds with each other in practical nature management discussions. If, for instance, natural forest fires tend to destroy 1,000 ha of forest each time, and we have only 1,000 ha of a rare forest type left, what should we do? Or if a rare and species-rich type of wetland vegetation is on a succession course to a common and less diverse vegetation type, should we go and suppress that succession?

Space does not permit me to go into this discussion here; I will be satisfied if a proper operationalization is reached of the two criteria separately. Through such operationalization and by taking a good contextual look at the concrete problem situation, creative solutions will often be found. With respect to the wetland succession problem in the Netherlands, for instance, it has been decided to shift away from constant suppression of the succession, and instead to re-start the succession by rigorous but local dredging away of all vegetation, so that the area displays a shifting pattern of succession stages from open water to forest, in each of which the succession story is unfolding unsuppressed.

The operationalization of naturalness

Naturalness criteria may be found in the literature in a wide variety of conceptualizations. In Dekker (1990), Canters and Udo de Haes (1986) and Clausman and Den Held (1984), we find references to naturalness as:
- the degree of absence of human influence
- the degree to which the ecosystem is running on solar energy only, without external inputs
- the degree of completeness, in the sense that all niches of the ecosystem are filled
- the degree of completeness, in the sense that all trophic levels are present
- the degree of unbrokedness of gradients
- the degree to which the ecosystem is self-regulating and self-maintainings
- the degree to which species have established themselves spontaneously and maintain themselves, irrespective of what human activity may be the cause
- the degree to which human influences remain within natural dynamics.

As a group, these criteria obviously convey several relevant notions. Taken one by one, however, the criteria appear too weak to act as really operative normative tools. Many completely natural ecosystems, for instance, run on a constant inflow of energy and other inputs from outside; spontaneous fires, floods and other natural extreme events (Wigley, 1985) break gradients to a much greater degree than most human actions; completeness, as Dekker (1990) points out, is a concept that cannot be grounded in empirical ecological theory. Moreover, the criteria are obviously contradictory.

At a deeper level, a problem with many natural criteria is that they hinge on the image of the ecosystem as a self-maintaining unit, "running" on something, with niches that can be "empty". As said in the previous subsection, and discussed extensively in Section 7.7, this image is incompatible with empirical ecology. When a climate changes, for instance, it is not the ecosystem that starts shifting but the species, at different paces and in different directions, so that new ecosystems are formed both where the species originate and where they arrive, together with new arrivals from other places. Insofar as ecosystems are stable, they are stable because they are maintained by strategies (telos) at the species level, not because they maintain themselves, seeking some equilibrium.

From these two problems with current naturalness criteria, two conditions for a more adequate operationalization appear. First, it seems, naturalness criteria should be derived, and derived consistently, from a single 'generating concept'. Secondly, this concept should be free of the image of ecosystem self-maintenance. In Section 7.7, health is taken as the generating concept, tuned down (because of the second condition) to a 'weak version' as far as ecosystems are concerned. Here, we will first look into this concept, and then relate it back to naturalness.

Health, as is shown in Section 7.7, is conceptualized at three levels:
- health is effective performance of tasks
- health is self-maintenance, autonomy, the capacity to respond
- healthy is that which functions in accordance with its inlaid design.

Of these, the first is equal to instrumental, not intrinsic value; it is therefore treated in the next section, "functions of nature" (without, for that matter, calling it naturalness or health). The second conceptualization, which could continue to read "self-maintenance" with respect to populations but should be tuned down to "stability" with respect to ecosystems, is also not a very fortunate one. If a population becomes locally extinct, for instance, is that unnatural? Island theory (MacArthur and Wilson, 1967)
shows that often it is not. The same applies to forest fires or rapid successions from one ecosystem type to a very different one. Or, if a coastal dune ecosystem is eroded by a severe winter storm, is the ecosystem unhealthy or unnatural if it cannot 'cope' with it? And healthy again the moment the storm dies down?

As in Section 7.7, the third conceptualization of health is the one to be preferred. Thus, the question becomes: this functioning of populations and ecosystems according to their inlaid design, how does it relate to naturalness, and how can it be operationalized? To this, the following may be added.

The term 'inlaid' (or 'enfolded' or 'ingrained') stands for what is natural. It is not our design that counts, but nature's own. As we will see, this does not remove man from the naturalness picture; it only removes much of man-the-designer. In order to grasp what such an inlaid design may be, we somehow need to take the inside point of view, contrary to the other two conceptualizations of health, which can be judged from the outside. As Section 7.7 puts it, health is a hermeneutic concept.

In order to operationalize the concept of naturalness through the concept of health, then, we must somehow be able to build up an image of what the 'inlaid design' of a certain situation is, and use this image as a template (a reference) against which to judge the actual situation. With respect to ecosystems, the active agent of the inlaid design cannot be sought at the ecosystem level; ecosystems develop, but they do not develop themselves.

In Section 7.7, a contextual procedure is proposed to arrive at the template image. 'Contextual', as in the previous section, here means that the heart of the matter is to tell the story of each concrete situation to be assessed, in which abstract notions such as general criteria serve only as guides for the storytellers, not as the final assessment criteria. The point of departure and the active agents in these stories are not the ecosystem, but, respectively, the "virtually unchanging" abiotic characteristics of a place, and the "species belonging to that place", which include man. Since the role of man is the most contradictory element in the naturalness criteria quoted before, it seems wise to concentrate on this first.

In Section 7.7, the guiding criteria for the inclusion of man are that man behaves "just like another species", equipped with his own repertoire and intelligence, and that he is "responding to the place", not dominating it. If these criteria had to serve as final assessment criteria, they would be unsatisfactory. They have an intense guid-

---

133 The term 'in accordance with its design' is taken from Boorse (1981). The term 'inlaid' has been added because Boorse is speaking about human health only, where it goes without saying that one's health cannot be measured against what someone else has designed one to be. This is made clear by terms such as 'autonomy' and 'wholeness', closely associated with the same health concept (Section 7.7).

134 It may be noted, for instance, that "without dominating it" is a theoretically inconsistent addition. Species, obviously, do sometimes simply conquer places and dominate them. Usually, this is only on a local scale, but this is a contingent argument. The notion "without domination" has been slipped in for the practical reason of not becoming too far removed from current naturalness criteria and for the higher reason of partnership with nature (ref. the final subsection).
ing power for contextual assessments, however, e.g. to mark the difference between large-scale fisheries for world markets and coastal fisheries for family subsistence (penguins do it!). This is one example of the easiest type of stories; others concern the naturalness of small dams for group maintenance (beavers do it), or eutrophying a local area around a village (cormorants do it). Other stories will involve a discussion about the uniquely human repertoire (fire-making, tool-making, reflectiveness), and yet other stories will be much more complex and in need of critical discussion, up to the level of the "regional narratives" of the previous section; see also the examples in Section 7.7 and Section 8.7, about voluntarism.

Having thus grasped how to deal with the degree to which human action may be assessed as "belonging to the place" in question, we may now summarize the contextual procedure of Section 7.7 in full.

- First, we must assess the abiotic reference or, as Section 7.7 puts it, the place the state of which we want to assess the naturalness of. This place is defined by its virtually unchanging natural abiotic characteristics (including recurrent events), i.e., climate, lithography and slope, droughts and hurricanes, etc.)

139 Places defined thus are a Sahelian floodplain, a temperate zone delta level area, a sub-arctic shallow lake, and so on. (There is no need of course, for these descriptions to coincide with official landscape type taxonomies.)

- On this basis, we can draw up the list of "species belonging to the place", i.e. all the species that could fit into the place, at one time or another. These include the pioneer species, the climax species, the large predators that may walk through from time to time, the migratory birds that are only there a few weeks per year, the parasites that are 'waiting' to attack, and so on. The list will usually include man, in the way described before.

- From these two sets of 'data', the reference image can be built up, telling the story of the place’s natural development. This story will of course include probabilistic elements and many expert judgements, even when the best of ecological knowledge is used. Also, differences may arise as to what are the defining abiotic characteristics, what is to be seen as "responsive" human action, and so on. Building the reference image is an interactive process, moving between ecological data, ecological theory and moral vision. In my view, such discussions, because they focus directly on the concrete heart of the matter, will be much more fruitful than abstract debates about 'stability', 'integrity', perfectly formulated criteria and so on.

- Against the reference image, the actual state of the place can be evaluated, assessing the degree to which it is part of the story of the place’s natural development. The assessment may be facilitated by distinguishing, as in the first subsection,

---

139 It could seem that the assessment procedure is circular at this point: to assess what is natural, we must first find natural characteristics. This is not the case, however. We use that which is unproblematically natural (e.g., that it rains erratically in the Sahel) to assess what is problematically and relevantly natural (e.g., the degree of naturalness of a certain Sahelian forest ecosystem).
between populations, ecosystem characteristics (especially ecotopes), and between structure (pattern) and process.

Obviously, the contextual procedure is not only applicable to assess the naturalness of situations, but also to design the 'naturalness element' of nature management and, one step more active, the physical design of naturalness restoration (or 'nature development', as it is called in the Netherlands, where every square metre and drop of water has in the past been brought under control with an almost pathological compassion; nowadays, we almost as diligently design re-eroding dune valleys, re-meandering rivers, re-swamped polders and re-muddled lakeshores). In general terms, the outcomes of the contextual procedure will be in accordance with well-accepted principles to carry out naturalness restoration in as natural a way as possible, namely, to restore the basic abiotic characteristics (in our terms, the place) and to give all species belonging to a place a chance to settle when their time has come, e.g. by means of connecting the place to others ('ecological infrastructure'). The results of this subsection are summarized in Box 4.2.

The operationalization of diversity

Expressive of the intrinsic right of life forms to continue on this earth, diversity is the second great foundation of nature policy. As discussed before, it is often also the great antipode of naturalness at the level of practical policy decisions. The same occurs in the epistemological field. Contrary to naturalness, diversity can be assessed 'from the outside'; to assess diversity, we do not need to understand nature, we merely count. Hence, there is no contextual procedure with criteria to guide it; diversity criteria are

Note that populations cannot be assessed outside the whole-story context. Seen in isolation, the inlaid design of any population is simply to grow. Therefore, populations must be assessed within the context of the place (e.g. carrying capacity) and the other species that belong to the place (competition, succession, symbiosis, etc.). By way of example, we may take a look at the stinging nettle in the Dutch coastal dunes. We find the stinging nettle underneath nitrogen-fixing shrubs, along paths, at the entrances to rabbit holes, and massively along artificial ponds, where water from the lowland rivers is being pumped in (Van Dijk and De Groot, 1986), in order to be pumped up again for public water supply after passing some 100 metres through the natural sand 'filter'. The stinging nettle is a "disturbance species" (Stevers et al., 1984), but the contextual procedure will obviously include it in the set of species belonging to the place. The rabbits disturb too, after all, and the nitrogen-fixing shrubs are no disturbance at all. Without rejecting the stinging nettle per se, the contextual procedure will tell us how to evaluate the stinging nettle situation. Most likely, nothing unnatural will be found with the stinging nettles underneath the bushes and at the rabbit hole entrances. The story of the paths will be much more nuanced; man is a path-making species as are many others, and human paths are not necessarily signs of unresponsive domination. The artificial pond situation will be found to be downright problematic. Not per se because the ponds are artificial; rabbits also dig. Neither, per se, because of the scale of the water supply infrastructure; sand grouses also carry water to their young over long distances. The threshold of unnaturalness is crossed, however, by the combination of scale and intensity of the intervention: no 'just another species' can be imagined that overhauls the basic abiotic functioning of a place at that order of magnitude.
OPERATIONALIZING THE INTRINSIC VALUE OF NATURE

NATURALNESS
- **Guiding criteria**
  - Naturalness includes human action, insofar as humans behave as 'just another species', responding to the place
  - Naturalness is built on place, i.e. the basic, natural abiotic characteristics of an area
  - Naturalness is built by the species belonging to the place
- **Contextual assessment/design procedure**
  - Define the place, and thereby the species belonging to it
  - From there, build up the dynamic reference image (the story of the place's natural development)
  - Compare this with the actual situation and development (populations and ecosystems, structure and process)

DIVERSITY
Not contextual but direct assessment, with as criteria:
- Species and ecosystem richness
- Endangeredness (= expected global rarity of species and ecosystems); the core criterion
- National/regional expected rarity of species and ecosystems (but carefully)
- Encounterable species and ecosystem richness

Direct *assessment* criteria. In this subsection, the following topics will be touched upon:
- empirical 'versus' normative diversity
- the question of how to account for all species
- the question of intrinsic value differentiation
- the relation between diversity and rarity
- and the criteria themselves, one by one.

The results are summarized in Box 4.2.

Empirical ecology uses diversity measures for many purposes, e.g. to build up ecosystem typologies or as indicators for pollution. In these studies, the diversity measure is made up of two components, i.e. species richness and the evenness of their distribution, combined to form a variety of indices; Magurran (1988) gives an overview. For
normative purposes, however, diversity as species (or ecosystems) richness holds the logical primacy to express the intrinsic right of life forms to continue (Magurran, 1988). This is also the choice made in normative assessment studies, or 'conservation evaluation schemes', as Usher (1986) calls them in his overview. As we will see later, evenness of distribution and other characteristics such as susceptibility will also play a role in normative assessment, but with a derived status, not in a side-by-side relationship.

When predicting, measuring or evaluating diversity, the logical thing to do is to take in all species, or ecotopes, or whatever else the assessment is about. For species especially, this is a practical impossibility. The best way to circumvent this problem is to split the assessment in two, one part focusing on some set of directly 'measurable species' and the other trying to catch the rest by means of some indicator. What may be appropriate indicators depends on what species are in the 'directly measurable' set. The usual situation will be that this set is filled by relatively large species of higher plants and animals. Typically then, some indication of micro-habitat diversity is what one should be after for the second part of diversity assessment. In its turn, micro-habitat diversity may be indicated by either ecotope or micro-gradient diversity (Samways, 1990), or the species diversity of some taxonomic group. As said in the first subsection, taking ecotope diversity has the advantage that one focuses on something that is not only a sum-of-microhabitats indicator, but also something with a value on its own. Taking a taxonomic indicator group, on the other hand, may sometimes be easier. In and around the tropical rainforest, the fruitfly (Drosophila) group is quite accessible to measurement and at the same time thought to be a good overall 'micro-species' diversity indicator, because the group contains both generalists and specialists.

Next, there is the question whether normative diversity assessments should be stratified by species group. In other words, should all species count equally in an undifferentiated diversity measure, or should 'higher' groups (say, birds) be set apart from 'lower' ones (say, worms), not because of their empirical difference, but because birds have more intrinsic value, per species? Zweers (1987) asserts that intrinsic value is primarily an undifferentiated concept; we should be reluctant to favour one type of species over another. The modern catchword 'biodiversity' has the same undifferentiated character. The consequence of this standpoint would be that nature comes to coincide largely with insect protection, and beetle protection especially; probably, more beetle species (most of them unknown) are driven to extinction every year than there are bird species in existence. On the other hand, there is the unshakable human notion, visible already in Genesis 1, that value in nature is differentiated; species are, as Rolston (1989) would put it, greater and lesser "storied achievements". Strange as it may seem, I know of no systematic treatment of this matter; contrary to the much-discussed naturalness-versus-diversity issue, no-one seems to bother much about this one (yet). Without help, the only thing I can offer here is a personal proposal. It is to (1) confine undifferentiated diversity to the field where simply genes count one by one, i.e. the (instrumental) value of the gene pool for future medicines, crops etc., and (2) to differentiate when it comes to intrinsic value, but in an as subdued as possible way. One way to do this is to separate the diversity assessment into a 'high' and a
low' part, as in the previous paragraph, and leave the rest for further discussions (if any).

The final question concerns the relationship between diversity and the other, much used and obviously allied, criterion of rarity. The most straightforward conceptualization of this relationship is to say that the rarity criterion is a practical derivative of the diversity criterion; if we have a limited budget to spend on diversity upkeep, we should spend it where it is most needed, i.e. the rare species and ecosystems. (Note that this is not a differentiation in the sense that rare species are assumed to carry more intrinsic value than common ones.) Rarity is therefore a biased interpretation of diversity. As shown in greater detail in De Groot (1986), it is important to bear in mind that the rarity bias may be steep or less outspoken, depending on the arithmetical transformation adopted to transform species abundance (e.g. the number of individuals or the number of sites where it is found) on a rarity scale. Traditional scales tend to put a great deal of emphasis on the very rare species, and thus easily lead to a very strong bias of attention and budgets to preserving these species in isolated nature reserves, missing out (in the Netherlands, at least) on the dramatic decline of the slightly less rare species in the landscapes outside the reserves. Secondly, it should be borne in mind that rarity varies with the spatial scale adopted for the rarity assessment. Any area selected from the earth surface has a different sequence of what is rare and common in that region. Regional rarities may be common on a global scale; locally common species or ecotopes may be endemic, and endangered on a global scale.

Box 4.2 gives four criteria with which to operationalize the diversity concept. For a sound interpretation of each of them, the foregoing paragraphs are a necessary background. Here, the four criteria will be discussed one by one.

The first is simply species and ecosystems (especially ecotope) richness, with ecotopes standing either as an indicator of the sum of micro-habitats of inconspicuous species, or also as a value in itself. The advantage of this criterion is that it links up well with empirical ecology and with a general description of the ecology of the area in question. The disadvantage is its poor linkage to the practical necessity to focus budgets and decisions on rare species and ecosystems. The criterion, therefore, is to be used either as a subsidiary one or in situations where budgets (e.g. protection priorities) or decisions (e.g. in EIA) are not directly at stake.

The second criterion of the diversity family is endangeredness, further defined as expected global rarity. This is the core criterion, expressing most directly our wish for other species (and ecosystems) to continue on earth. The reason for taking expected global rarity and not simply global rarity is that account should be taken of trends and risks; some species are rare but safe, others are less rare but threatened nonetheless, e.g. because of a rapid deterioration of habitat or too scattered a global population. "Expected", therefore, expresses that some assessment should be made of the position of a species in, say, 20 years' time. Tools for such an assessment (e.g. Clausman and Wijngaarden, 1984) are (1) simply measuring and extrapolating population, abundance or habitat trends, (2) taking into account the evenness of a species or
ecosystem distribution, or the degree to which it is confined to specific areas, (3) taking into account the species or ecosystem susceptibility to external factors and (4) assessing the long-term viability of (sub)populations by means of biogeographical theory.

The third criterion is national/regional expected rarity, in which 'expected' denotes the same as before. The criterion has only a derived status with respect to the previous one, but it is added to express the responsibility of decision-making bodies to care for their 'own' rare species and ecosystems. The term 'national/regional' should therefore be interpreted as the area of jurisdiction of the decision-making body in question (Europe for EC policies, a state for state policies, etc.). This, at least, is as the responsibility of decision-making bodies is commonly interpreted. At the same time, this operationalization may lead to policies that miss the mark of, or even run counter to, the core criterion of global rarity, as indicated above. In the Netherlands, for instance, a criticism is that national policies focus too much on species and landscapes that happen to be rare on the national scale but can be found in large numbers and areas in neighbouring countries, while neglecting the lowland region, where most people happen to live and which most people, in a national myopia, think is nothing special. For this reason, "but be careful" has been added in Box 4.2 to the national/regional rarity criterion; it is not that decision-making bodies should just take responsibility for the rare species and ecosystems within their area of jurisdiction, but they should also be careful not to take simply that same area when defining what these species and ecosystems are.

The fourth criterion, encounterable species and ecotope richness, is of a different order. Primarily, the criterion expresses not an intrinsic aim of nature protection policies, but the protection of its most fundamental means, i.e. its social and cultural basis. This basis is that people can meet nature, and nature that you meet is the diversity of fishes you catch in your fishing net when you are young, the diversity of flowers along the sand path, the sounds of the untouched tropical forest at night, the silent bog. 'Encounterable' species and ecotopes are not trivially the selection of those species people can shake hands with or be sentimental about, because human response to nature is multilayered and multifaceted. Yet, it is a selection, different from the selection of rarity. And with it comes also a different way of looking at spatial scales and lay-outs; in this criterion, the bias is towards unfenced nature close to home. The bottlenose dolphin is not an endangered species; yet, policies conducive to its reappearance in the North Sea should not only be cherished for naturalness reasons, but also for reasons of 'encounterability'. The dolphin being a species with which human identify easily, it re-establishes a linkage between people and the sea ecosystem it is part of.

In practical assessments, the four criteria may be applied in many mixed and derived forms, without changing their basic character. Assessing the intrinsic diversity value of a wetland area, for instance, we may follow the four criteria more or less strictly, e.g. focusing on the global and national rarity of the ecosystem type it represents and the species it harbours. The Ramsar Convention does it differently, focusing on the number of bird species of which a high proportion of the world population depends
on the wetland, e.g. as a migration 'stepping stone'. Implicitly, this is an application of the second criterion, expressing how many bird species would become rare or extinct without the wetland.

An important choice in practical assessment concerns the degree to which one allows all criteria (including naturalness) to bloom and tell their own story. A fully-fledged assessment is obviously the best choice for broad and long-term decision-making. At the other extreme, small-scale interventions and a low EIA budget may necessitate focusing from the start on some sharply delineated 'stacked selection' of criteria, e.g. the naturally occurring rare-and-encounterable species. The price then paid is the poor understanding of all motivations involved, and poor conveyance of these motivations to the public. In my impression, the second road is taken a little too often, and I hope that the present section has opened up possibilities for designing better adapted assessment strategies.

Criteria for people-nature relationships

Imagine a piece of wild pioneer nature, evolved in some forgotten corner of the urban fringe. You may go there and assess its value through the naturalness and diversity criteria described in the preceding subsections. Now, imagine that you do not find only an ecotope with species, processes and so on, but also signs that a group of children play regularly in this place: a narrow path, a piece of rope high up in a tree, a hide-out under the brambles, the traces of a small fire. Added to the place, then, is the fact that it is also a place of relationships between people and nature. Would you then intuit that added to the value of the place there is the value of it also being a place of relationships? If you do, you acknowledge that intrinsic value is not only in people and nature separately, but also in their encounter. Such an acknowledgement with obviously change the way one evaluates urban fringe situations, as it will the evaluation and design of farm practices, tourism, parks, fishing, nature reserves and so on.

Chapter 8 explores the issue of good relations ('partnership') of people and nature in greater depth, setting it at the centre of a fully-fledged world view. Here, I will only mention two assessment criteria, both of which are fairly obvious. As in any relationship, the relationship between people and nature carries positive value to the degree that it is characterized by:
- involvement (intensity, dailyness).
- non-dominance (appropriate response).

These characteristics were there in the forgotten corner of the city fringe; the eutrophic pioneer ecosystem was not dominated by the children's play (which is not to say, of course, that hide-outs, holes and campfires are to be allowed in fragile ecosystems; responses should be appropriate).

In policy-making practice, the formal status of the relationship value, although expressed in various policy documents and practices, is as yet weaker than the criteria of naturalness and diversity. 'Relationship assessments' are therefore not likely to be
undertaken as an independent source of normative information side by side with naturalness and diversity. At the same time, however, informal bits and pieces of the relationship notion creep up in many practical and philosophical discussions, indicating that at least some minimum should be included in all evaluations and designs. My way to stimulate this, as you may have noticed already, has been to slip this minimum into the naturalness and diversity criteria (e.g. the role of man in naturalness, and encounterability in diversity). This implies that if involvement and non-dominance of people-nature relationships are included as an independent set of criteria, the implicit relationship components in the naturalness and diversity assessments should be tuned down, in order to avoid double-counting.
4.7 Functions Of The Environment

The functions of the environment, as we saw in Sections 4.2 and 4.3, are the tasks performed by the environment for the realization of the values expressed in the final variables (the intrinsic values of human health and welfare, of nature, etc.). Structurally, classifications of functions play an important organizing role between the environmental quality parameters and evaluation in terms of final variables, e.g. a cost-benefit analysis, a multicriteria analysis or a more narrative account. In the present section, the emphasis will be on one of these classifications, called 'CPSH+PR' after the first letters of its major components. In the second part of the section, I consider another classification approach ('IEIE').

If a classification of functions is to work properly as a structuring support in an environmental (problem) analysis, it should meet some basic criteria of homologousness, exhaustiveness and relevance of the categories. Only classifications complying sufficiently with these criteria will be discussed in this section. Others, such as those of Ledec and Goodland (1988), Turner (1988), Bon (1986), Dixon and Sherman (1990) and the 26-items list of "functions and uses" in Eagles (1984) have been used as a background source to check the completeness of the classifications supplied here.

Sources of the CPSH + PR classification

In the 1960s, Odum referred to the capacity of the environment to process organic waste as a "public service function of nature". The functions concept is a recurrent theme in the environmental literature from that time onwards. In the Netherlands, classifying the functions of the environment grew into a "little tradition", starting in the early seventies137 and finding its still most widely quoted form in Van der Maarel and Dauvellier (1978). It is summarized on the next page.

The overall impression of this list is that it is indeed a balanced picture of most of the major tasks performed by the environment. On second sight, however, some cracks begin to show. Many of them are of a minor character138; they will be repaired without discussion in the classification of the next subsection. Three issues require more attention, however. The first two concern the non-exhaustive character

---

137 See, for instance, Westhof (1971), Hueting (1974) and the overview of Bouma and Van der Ploeg (1975).

138 E.g. enjoyment of nature is largely a recreation activity; this overlap gives rise to double-counting. 'Information' is not a fortunate term for cultural and spiritual orientation and enjoyment. Dilution and absorption of pollutants lie too close to be separated in two function categories. What the environment supplies with respect to waste disposal is not only isolation, purification, etc., but also open space to dump it.
FUNCTIONS OF THE ENVIRONMENT, 1978 classification

- Production functions
  . abiotic (energy, minerals, etc.)
  . biotic (wildlife, fish, timber, etc.)
  . agricultural (crops, cattle, intensive forestry, etc.)
- Carrying functions
  . carrying urban and rural constructions
  . isolation and dilution of waste and pollutants
  . carrying recreation activities
- Information functions
  . cultural orientation function (of landscape, etc.)
  . enjoyment of nature
  . research and education
  . signal function (e.g. pollutant indicators)
  . information reservoir (especially the gene pool)
- Regulation functions
  . purification (absorption, filtration, biotic processing)
  . stabilization (protection against cosmic radiation; reducing climatic variations;
    regulating water flows; retention of soil; biological equilibria)

of the list, the third concerns its homologousness.

Strictly speaking, the functions list is not anthropocentric; 'production' may be interpreted as also including the production of grass for antelopes and insects for birds; trees may be regarded as a 'rural construction' to build a nest in. Yet, given the overall tendency of humans to be human-centred if not actively reminded that we may not be the only value the earth carries, some explicit reference to natural values needs to be provided, using a term like 'preservation', 'habitat' or any other term unequivocally conveying the functions-for-nature notion.

The second weak spot in the 1978 functions list is the poor representation of the sustainability concept. Sustainability comprises two basic connotations: that of the continuability of current activities, and the deeper connotation of 'reservoir', i.e., the maintenance of the bioevolution and options to respond to future needs and problems. The continuability component does not add a function to the functions list. The

139 Using a dune ecosystem as a filter for drinking water supply is uncontinuable, for instance, leaving the next generation with a polluted ecosystem and as many toxicants coming out of the dunes as were pumped in. Identifying this is not a matter of some other function of the dunes, however, but
'reservoir' component of sustainability, however, is of a different order. The 1978 classification, for instance, rightfully has an 'information reservoir' function in its 'information' list. The omission here is that it does not contain a 'reservoir' component in the other classes of functions. One way or another, a good functions classification should also conceptualize that there are 'production reservoirs', 'carrying reservoirs' and so on, additional to the continuability of production, carrying etc. functions.

The third problem of the 1978 classification is that it is not sufficiently homologous. This especially concerns the regulation functions. As has been pointed out already by Bouma (1972) and Ottenhof (1974), these functions come before the other three function types; they are "conditional". The agricultural production function, for instance, benefits from the water regulation and nutrient sorption capacity of the soil; counting both the agricultural production and the regulation functions is counting the effect and the cause, hence counting double. On the other hand, if one takes a look at how the regulation functions are actually described in the literature, the notion of regulation usually goes together with the notion of some bounded area (say, a wetland) being functional for another area. The wetland, for instance, besides the production, carrying and information functions that manifest themselves inside the wetland itself, also serves the function that water flowing out of it is of better quality than the water flowing in. The classification, therefore, can be made homologous by introducing some notion of 'internal' and 'external' functions. As we will see later, this is somewhat more complicated than simply saying that the first three functions types are internal and the fourth is external. The solution here is to keep the wording more abstract, adding to the regulation functions the clause "as far as not accounted for already in the production, carrying and information functions". Thus it will be done in the next subsection.

R.S. de Groot (1986) has proposed some modifications which are useful to mention here as a preparation of the next subsection, either because they indicate problems yet to be solved, or because they are simply improvements which may be adopted. First, the vague notion of "carrying" has been clarified by specifying these functions as "providing space and substrate". De Groot also removes agriculture from the production functions and adds it to the carrying functions set; this is not really an improvement but it indicates the hybrid character of the production functions as formulated in 1978. As a result, two types of production functions will be distinguished in the next subsection. To the carrying functions set, De Groot adds "providing space and substrate for nature conservation". This double-counts with his addition of "habitat" to the regulation functions set, but it shows how the notion of function-for-nature as an intrinsic value can be added to the list. 'Habitat function' is the concept more often encountered (e.g. in the listing of Nip et al., 1992); it will be taken up in the classification of the next subsection.

the long-term aspect of the purification function.
The CPSH+PR classification

Somewhat implicitly, the terms 'carrying', 'production' and so on involve a picture of people-environment relationships as a classifying principle. The term "carrying", for instance, implies a picture of the environment as a passive provider of space, substrate or backdrop for buildings, waste dumps, motor cycle rallies and so on; people are the only active factor. In the "production" notion, the environment is much more actively involved; production in agriculture and forestry is an interactive process. The degree to which the environment is an active participant in the people-environment relationship may be used as a classificatory principle to define the six function types in the CPSH+PR-classification. In this way, the functions are defined as follows below. They have been arranged stepping from the most passive to the most active role of the environment.

- **Carrying functions** are characterized, as just stated, by the environment providing nothing more than space, substrate or backdrop for human activities.
- **Joint production functions** are defined by the types of relationships in which human decisions and inputs remain a dominant factor, but in which the environment is also actively involved, providing, for instance, soil fertility and the will-to-develop (telos) inherent in plants and animals.
- **Natural production functions** are characterized by the fact that the environment now produces (or has produced in history) largely on its own; human beings are only the harvesters. Harvesting, in this function category, is confined to physical entities (oil, wildlife etc.).
- **Signification functions** are defined by the fact that the environment again largely 'produces' on its own and human beings are only the 'harvesters', but 'harvesting' now lies in the cognitive and spiritual realms, e.g. those of science, cultural orientation and spiritual participation. The term 'signification' has been chosen as a reference to both the relatively superficial concept of 'to signal' and the deeper concept of 'to signify'.
- **Habitat functions** are those of which not humans, but the other intrinsically valuable inhabitants of the earth are the prime beneficiaries; habitat function is the provision of their ecological home.

Before proceeding with the next two function types, it may be noted here that the habitat function stands in a conceptually uneasy relationship to the other function types. 'Habitat' is in fact nothing but carrying function, joint production function etc. for plants, animals and ecosystems. I have included the habitat function for defensive reasons only; one day, it may go without saying that of course "carrying function" is also space and substrate for the swallow's nest and the sequoia's roots, and that of course the "signification function" of a landscape is not only ours but also that of the wolf's freedom.

The next two functions are those we should count only, as stated earlier, insofar as they are not already included as underlying the other four.

- **Processing functions** are characterized by all the relationships in which people benefit from the capacity of the environment to undo the harm or risk inherent in
human actions. In many of these functions (e.g. dilution, sequestration), the environment is relatively passive. In others (e.g. chemical transformation or the processing of organic waste), the environment plays a more active role.

- **Regulation functions** refer to the capacity of components of the environment to dampen harmful influences from other components. Often, this takes the form of a shield against too high levels of something, e.g. cosmic radiation or floods. In other instances, it is the dampening of processes that tend to go too fast or fluctuate too widely, e.g. soil erosion, the development of pests or river flow fluctuations.

In Box 4.3, the CPSH+PR classification is summarized, giving not the definitional images but some informal sub-classifications and examples, including the 'reservoir' notion discussed in the proceeding subsection. The examples, of course, are only a few characteristic elements out of very long lists. Wetlands literature, having a long tradition in 'functions thinking', is an especially rich source of information in this field (e.g. Roggeri 1992). From the examples it can be seen that some function types are not rigidly separated. The provision of wildlife for hunting is usually a natural production function, but when wildlife populations are maintained by means of winter feeding, the situation moves into a joint production direction. I prefer to leave this situation under the natural production functions, thus accepting a certain amount of human interference in the natural processes. Consequently, some 'timber stand improvement' or 'assisted natural regeneration' is accepted for forestry to still count as natural. I draw the line however, as the examples show, between these light interferences and the heavier ones of game ranching and plantation forestry. These arbitrary boundaries can be drawn differently without impairing the classification.

The habitat function, as said earlier, has been created by collecting and setting aside the elements from the carrying, production etc. functions that are relevant for natural ecosystems and non-human species. Analogously, a separate 'reservoir function' could be created by collecting and setting aside all reservoir functions, or a separate 'recreation function' by combining elements from the carrying and signification functions. Here too, choices can be made in a conceptually sound way.

The signification functions are the only item for which the Box 4.3 format is too confined to make the listing speak for itself. Rounding off this subsection, I discuss them in some more detail.

The first subtype, "signal functions" is conceptually distinct from the others in that it concerns a number of parameters indicating patterns and processes underlying one or more of the other functions; they could also have been included as elements of the other functions ('carrying indicators' etc.). One group of signal functions concerns the *spatial* indicators used by scientists, farmers, seamen etc. since time immemorial: certain grasses indicate good pasture, certain weeds indicate degraded soils, dolphins indicate the tuna, and so on. The second group comprises the *temporal* indicators - the environmental heralds and early warnings of good and bad things to come. In the Logone floodplain in Cameroon, for instance, the arrival of a certain bird foretells that the rains will come soon, and the arrival of a certain fish triggers off the
Box 4.3 FUNCTIONS OF THE ENVIRONMENT, 'CPSH + PR classification'.

The functions below the dotted line should only be counted insofar as not accounted for already in the functions above. The definitions of the functions are given in the text.

CARRYING FUNCTIONS
- construction functions: providing space and substrate for urban, industrial, infrastructural and rural constructions
- transport functions: providing space and substrate for water and land transport
- waste disposal function: providing space and substrate for waste disposal
- anthropocentric recreation functions: providing space, substrate and backdrop for anthropocentric outdoor recreation (water-skiing, jogging etc.)
- space and substrate reservoir function: the existence of unfilled-in space to respond to future needs and problems

JOINT PRODUCTION FUNCTIONS
- agricultural production functions: providing water, soil fertility, solar energy and telos for arable farming
- intensive and extensive animal rearing functions: providing water, nutrition and telos for cattle, game (on ranches), sheep, chickens etc.
- other joint production functions: providing nutrients etc. for the plantation and garden types of (agro)forestry, aquaculture etc.
- joint production reservoir function: providing soil fertility, genes, etc. for future use, future crops etc. in an ongoing bioevolution

NATURAL PRODUCTION FUNCTIONS
- natural forestry functions: providing water, soil fertility, solar energy and telos for timber, firewood etc.
- natural fisheries functions: providing water, nutrition and telos for game and commercial fish
- wildlife functions
- 'minor products' functions: providing water, nutrients etc. for medicinal plants, forest fruits, rattan, sago, resins, rubber, peat, bamboo, flowers etc.
- drinking water function: providing safe and plentiful drinking water sources
- abiotic natural production functions: providing solar energy, wind energy, water flow energy, etc.
- natural production reservoir functions: providing stocks of minerals, fossil fuels, and peat; providing species and genes for future uses (e.g., medicine) in an ongoing evolution
SIGNIFICATION FUNCTIONS

- signal functions: providing spatial and temporal (e.g. early warning) indicators
- scientific signification functions: providing geological and historical records and all other material, micro and macro, biotic and abiotic, for research and for education, through which the world comes to presence
- cultural orientation functions: providing the seas, forests, prairies, deltas etc. through which cultures develop their specific characters
- relationship functions: inviting and facilitating intense but non-dominating relationships between people and nature, directly or indirectly
- participation functions: inviting and facilitating the experience of nature’s beauty and process, directly or indirectly
- contemplation functions: providing places and occasions of special aesthetical, sacramental and solitude value, directly or indirectly
- signification reservoir functions: the as yet undiscovered invitations and possibilities to enrich the story and the experience of the world

HABITAT FUNCTIONS

- providing the conditions (space, energy, food, predators, cyclicality etc.) for the development of species and ecosystems acknowledged as intrinsic value carriers:
  - the small-scale habitats of area-bound species
  - the large-scale worlds of mobile species
  - the conditions for ecosystem development
- habitat reservoir function: providing space, rhythms, patterns and mechanisms for the bioevolution to continue

PROCESSING FUNCTIONS

- abiotic processing functions: dilution, photolysis, sorption, sequestration etc. of waste and toxicants
- biochemical processing functions: uptake of excess substances, carbon and nitrogen cycles, biochemical detoxification etc.
- biotic processing functions: mineralization of organic waste, humification etc.

REGULATION FUNCTIONS

- shield functions: providing protection against too high levels of radiation, hurricanes, floods etc.
- dampening functions: dampening of processes that tend to be too fast or too fluctuating (soil erosion, development of pest populations, river flow peaks etc.)
ceremonies of the fishing season. In the West, early warners such as graphically enhanced ozone layer pictures and growth abnormalities in lichens (Hutchinson, 1990) or fish (Rapport, 1990) trigger the ceremonies of decision-making.

Rolston (1988) is an especially rich source with respect to the other signification functions. About recreation and science, for instance, he writes (p. 7):

"For some [people], nature is instrumental to an active human performance; they want only terrain rough enough to test a jeep. (...) For others, the qualities of nature are crucial in contemplating an autonomous performance. They watch the fleecy cumulus building over the Great White Throne in Zion, listen for the bull elk to bugle, applaud the genial skills of the hummingbird at the bergamot, or laugh at the comic ostrich with its head in the sand. For the one group, nature is a place to show what they can do; for the other, values are reached as they are let in on nature's show - a difference surprisingly close to that between applied and pure science".

Taking this distinction first with respect to science, it shows that the "scientific functions" as a part of the signification functions should refer to the pure sciences, i.e. the research that enables us to tell the stories of the world in ever-increasing detail and depth. Characteristic examples are the research of geology, archaeology, field biology and astronomy, research that differs from direct and personal observation and contemplation essentially only by its more advanced theories, tools and pool of information. The description in Box 4.3 borrows a quotation from Chapter 8. Applied research is research instrumental to the carrying, production etc. functions of the environment; it is not explicitated in Box 4.3.

The next signification functions subtype in Box 4.3 comprizes the "cultural orientation functions". Contrary to the other signification functions, they emphasize the collective social level. Cultures do not only develop landscapes; they also develop in landscapes, shaped in natural and human history. As Rolston (p. 349) puts it in a passage we will meet again in Chapter 8:

"The logic of the home, the ecology, is finally narrative, and the human career will not be a disembodied reason but a person organic in history".

The next three function subtypes are the "relationship", "participation" and "contemplation" functions. All three refer to the capacity of the environment to invite not only physical relationships, but also more spiritual involvement. The sequence of the three functions roughly coincides with this involvement taking more voluntaristic or more receptive forms; behind them lie what in Chapter 8 will be discussed as the partnership, participation and oneness-with-nature world views and experiences, respectively.

Partnership relations may be found, as Chapter 8 will indicate, in agriculture, in play, in the wilderness hike - in fact, in all places where the environment invites and facilitates intense but non-dominant relationships, and people respond to this invitation.
Partnership nature, in its most characteristic form, is relatively resilient nature, nature strong enough to enter in dynamic interplays.  

Participation in nature is, as Rolston puts it, the consciousness and the experience "to be let in on nature's show". Participation nature, be it close to our home or in far-away wilderness, is nature that invites and facilitates this experience. In its most characteristic form, it is the mature ecosystem, the unfolded diversity of life forms and landscape elements.

In the wording of Rolston (p. 25), "nature generates poetry, philosophy and religion not less than science". As is the case with the other functions of the environment, much depends on what human beings bring to the occasion, but on the other hand, the environment offers places and circumstances especially conducive to the discovery of poetic and sacramental value. The "contemplation function" of the environment is spatially differentiated, as are the others.  

**External functions and the IEIE classification**

As we have seen, the inclusion of the processing (P) and regulation (R) functions in the CPSH+PR-classification is associated with a notion of external functions, that is, of one area doing good work for another. Taking a closer look here, we see that this phenomenon is not confined to processing and regulation. Many wetlands, for instance, are said to have a "fish breeding chamber function"; counting this function, or even mentioning it as a function at all, is not sensible when the fish are caught inside the wetland itself. The breeding chamber then is simply one of the ecological processes underlying the fisheries subtype of the natural production functions. Often, however, the breeding chamber serves to stock other water bodies with juvenile fish. In that case and to that extent, there is an external production function.

---

140 Some, but not all, of this is beautifully captured in Rolston’s (1988) "character building value" and "dialectical value".

141 The brief survey of the environment’s signification functions started out with Rolston’s two types of recreation. By now, we have discovered that recreation runs all the way from its most anthropocentric forms mentioned under the carrying functions, via the relationship and participation functions down to the sacramental experience in wilderness solitude, i.e. re-creation in its deepest sense. At the same time, recreation is not the only activity through which these functions are realized; they also involve, for instance, many non-dominating practices in modern and traditional farming, the primitive hunter, the field biologist, children and adults in playful encounter with the natural world, the monk’s desert solitaire and the sudden insights that may grasp us on our way to work. In that perspective, I do not think it is fruitful to create too explicit a "recreation functions" category. Partnership, participation and wonder should be stimulated, but integrated in real life, not in a separate leisure-time compartment.

142 The clause "directly or indirectly" has been added to the relationship, participation and contemplation functions. The term "indirectly" refers to the fact that remote areas and inaccessible species, and even the accessible and common ones for much of what they signify, live with us, and are encountered and valued by us, through the photographs and narratives of other people.
Functions analysis will almost always focus on a specific area or type of area, not the environment in general; learning how to handle the internal/external distinction as consciously as possible therefore serves an evident practical purpose.

In AWB (1988), functions are distinguished as "on-site/off-site" and "marketed/non-marketed". The objective of this classification, it is said, is to explicitate function types that are often overlooked in economic evaluations. The same motivation is present in Marchand (1987) and the IEIE classification developed subsequently (Marchand and De Groot, 1988; De Groot 1990b). Given a bounded area of any size, internal and external functions may be formally defined as follows.

- **Internal functions** are the functions of which the benefits to carriers of intrinsic value materialize inside the area, i.e., these intrinsic value carriers have to be inside the area to gain the benefits of the functions.
- **External functions** are the functions of which the benefits to intrinsic value carriers materialize outside the area.

Here, the formal term 'intrinsic value carriers' denotes people and all other entities we recognize the intrinsic value of, which may be, roughly, species and ecosystems (Section 4.6). In that sense, the definition differs from the "rule of thumb" found in Claridge (1991), that external functions "provide a benefit that people gain without necessarily having to go to the area". My choice to incorporate in external functions also functions for the otter and the mangrove forest is consequent to the principle of keeping people and nature together as long and as close as possible, in normative analysis as in reality.

The relative weight of the internal and external functions will vary widely with the size of the area under study. If the area is so small as to contain only a water purification plant, for instance, its functions will be external save for the occasional bird catching a worm on the lawn. If, at the other extreme, the area is as large as a continent, its functions will almost all be internal.

The definitions of the CPSH + PR functions, as may be traced in the previous subsection, have used the principle of logical enumeration (Section 4.3) only partially. Strictly speaking, we can only trust that enough wisdom has been accumulated in its history to make the listing logically sound. The internal/external distinction, having no history by comparison, should apply the principle more rigidly. External and internal being defined as perfect complements, one question remains to check the logical soundness: distinguishing between internal and external only, do we not ignore relationships between internal and external functions?

At first sight, relationships between internal and external functions indeed seem to be significant. Consider, for instance, the silt trapped by a wetland, originating from the inflowing river. This silt will usually enhance the wetland’s internal function of agricultural production, and the same silt-trapping phenomenon will also influence the wetland’s external functions, either negatively because the silt cannot support downstream agriculture, or positively because the silt will not clog mangrove ecosystems or suffocate seagrass fields. Taking another example, the vegetation on coastal
sand dunes performs an internal habitat function and also stabilizes the dunes in its external storm protection function. Taking a second look at these examples, however, it shows that they cannot count as function-to-function relationships. The internal and external functions are based upon a common environmental parameter (silt, vegetation etc.), and their positive or negative correlation is established only through these.

The same argument holds for interrelationships that do not lie causally before the functions but after them. Food produced within the area, for instance, is counted as an internal function; the fact that some of the food will be exported to places outside the area and will perform further functions there is true, but not relevant to the analysis. The principle of not double-counting says that one should count functions on a single causal layer, unmixed with functions performed before or after the accounted functions. Concluding, the division into internal/external can do without a 'relationships' component.

The IEIE classification, based on the internal/external distinction, is a simple typology. It comes into existence by applying a second enumerative dichotomy to the internal functions, namely, the distinction between intensive and extensive functions. These are formally defined as follows.

- **Intensive functions** are those for which a considerable input of environmental resources per unit of output is required for the benefits to materialize.
- **Extensive functions** are those for which a less considerable input of environmental resources per unit of output is required for the benefits to materialize.

This distinction, it may be noted, differs from more usual concepts of 'intensive' and 'extensive' land use. The key term, 'environmental resources input', relates to fossil energy, the embodied fossil energy in cement and fertilizer, scarce resources like timber, metals and so on, but excludes labour. Putting it more informally, the demarcation is that intensive functions are 'environmentally intensive'; much environment from elsewhere is put into them. Thus, support of ecological agriculture is defined as an extensive function of the environment, and deep-sea fishing is defined as an intensive function, even though they are joint production and natural production functions, respectively. Capital inputs may sometimes be used as an economic indicator of the intensive/intensive distinction, but then it should be borne in mind that a thousand dollar computer, for instance, will have an environmental resource characteristic quite different from a thousand dollars worth of fertilizer. Embodied energy is another, and more widely applicable, indicator of the environmental intensity of functions; see Giampietro and Pimentel (1991) for many interesting figures and ideas, and the Annex of this chapter for further discussion.

The definitions leave open what is to be regarded as 'considerable'. Irrigated cropping systems and industrialized animal husbandry should always be called intensive, of course, with extensive grazing lying at the other extreme. In between, a boundary may be chosen that fits the area under consideration.

Several reasons exist for distinguishing between intensive and extensive functions. First, the extensive functions are less visible and tend to be neglected or completely overlooked in economic evaluations (Marchand, 1987). Secondly, they are socially
different; the intensive functions are less accessible to the poor and often imply far-reaching dependencies on capitalist institutions. Thirdly, they differ in environmental terms. Pollution, for instance, is largely confined to the intensive functions. Also, high capital outlays per hectare will usually impair the flexibility of land use, and hence the deeper aspects of sustainability.

The IEIE classification now becomes:
- intensive internal functions
- extensive internal functions
- external functions.

Often, this simple structure will suffice to enumerate the different functions performed by the environment in a given area. At the same time, this also marks a weakness of the IEIE classification; it does not tell, substantively, what the functions to be enumerated could be. The categories are conceptually perfect, but substantively empty. The CPSH+PR classification, on the other hand, has a complementary character: it is, as we have seen, no conceptual miracle, but all its component terms have much more real-world meaning. Obviously then, the CPSH+PR typology provides a key to identifying substantive functions within the conceptual IEIE categories. To apply this key, simply make a table with the three IEIE categories on one axis, and the seven or 29 CPSH+PR categories on the other, and try to fill the 21 or 87 elements.

Two classifications resembling IEIE

This subsection has been included merely to facilitate reference to other classifications in current use. Most readers are advised to skip this purely technical material.

Focusing on wetlands, Claridge (1991) presents an overview summarizing and improving much previous wetlands work. The author starts out with the three-layered structure also present in Figure 4A. First comes the "endless" list of "wetland characteristics" (some of which, in our system, would be called environmental quality parameters). The characteristics give rise to "benefits" (which are called functions in this chapter), and these benefits then comprise the input for the "assignment of value" which is, in this chapter, the layer of the final variables. The "benefits" (= functions) are then separated into three types, in which the internal/external distinction plays a major role. The schema is summarized below, with Claridge's terms between the quotation marks.

"Benefits" (= functions)
- "Uses" = "direct use" = internal C and P and some S.
- "Functions" = "indirect use" = external C and P, plus PR (but for people only).
- "Attributes" = "non-use" = most S, all H.
Barbier (1989) presents a classification that, with minor variations, is at present in common use in environmental economics (e.g. Bergstrom et al., 1990; Costanza et al., 1989). The basic idea is to first separate the human-oriented functions ("use") from functions oriented toward the environment as a value in itself ("non-use" or "existence"). The "use" functions are then separated into "direct use", "indirect use" and later use ("option value"). The resulting total is usually called "total economic value", not functions. The enumerative lists provided, with terms such as "fuelwood", "storm protection" etc., show that only the term differs here, not the concept. The relationships with CPSH+PR and IEIE are summarized below.

"Values" (= functions)
- "Direct use" = internal C and P and some S, except the reservoir components
- "Options" = reservoir components of C, P, S, H.
- "Non-use" (= "existence"; "bequest") = some S, all H, but without their external and reservoir components.

Taken as a whole, these classifications display a weakness similar to my own IEIE typology; the abstract categories are not filled with logically and empirically grounded enumerations of what these functions entail substantively. Hanley and Craig (1991) provide an illustration of one of the practical consequences this may have. Trying to assess the option and non-use value of 'The Flow Country' in Scotland, with 400,000 ha the largest body of blanket peat in the northern hemisphere, they mailed a questionnaire asking about willingness-to-pay for the moor's survival. Respondents were "told in the introductory letter that afforestation would displace many of the birds currently breeding there (which respondents were also told about)." How much more could the respondents have been told on a more substantive and exhaustive (hence, CPSH+PR-like) basis!

A second point of interest here is that the two lists indicate a tendency to isolate first the functions which are the easiest to assess economically, then define the next-easiest, and so on. This magnifies a risk well-known from cost-benefit analysis and other economic assessment methods, namely, the relegation of the more difficult functions to a category of "p.m." or "intangible" or simply forgotten values. Costanza et al. (1989) are an example. They start out fully acknowledging the option and non-use values, then mention them only with a question mark in their first summary, and then leave them out in their quantitative conclusions.
4.8 Economic Evaluation, I: Sustainability In The National Accounts

When facts in terms of final variables are known or predicted, they can be compared to norms in these same terms and aggregated into a more overall normative picture. This, roughly, is evaluation. Multi-criteria analysis (MCA) and more contextual approaches to evaluation have already been touched upon in Section 4.5. This section and the next will focus on the third type of evaluation procedures, notably economic evaluation, which amounts to relating as many as possible of the final variable facts and values to the measuring rod of money. In both sections, special attention will be given to the final variable of sustainability, because of the well-known problem that economic concepts (e.g. GNP) and methods (e.g. CBA) essentially ignore the long-term impacts of the decisions for which they are supposed to lay the normative ground.

Section 4.9 will focus on project and policy appraisal, i.e. the ex ante evaluation to support micro-economic decisions. The present section is different in two respects; it concerns the macro-economic level and it focuses on obtaining a proper picture of events that have taken place already, aggregated at some macro level. Thus, the national accounts, and within these the Gross National Product (GNP) especially, will be the focus of attention.

Discussions about the meaning of GNP and other national accounts, as well as proposals to adjust these in order to account for the depreciation of environmental assets and functions constitute one of the major areas of environmental economics, the reasons being that (1) GNP is usually regarded as the key measure of a nation’s welfare and that (2) GNP poorly (some would say “perversely”) reflects environmental degradation. Roughly, environmental degradation is reflected in GNP only insofar it leads to more inputs (e.g. fertilizer) necessary to maintain production. Even worse, these costs, as well as defensive activities, do not subtract from GNP but add to it, giving rise to the seemingly weird effect that environmental degradation raises the welfare measure.

In the GNP discussion, conceptual problems are intermingled with issues of operationalisation. Conceptually sound categories may be impossible to define in the national accounts. Theoretically sound procedures may be so counter-intuitive that no-one will understand them. And on the other hand, 'practical' solutions may be so shallow that it may be better to have no solution at all (Daly, 1988). The sport of GNP juggling, and the aim of the present subsection, is to arrive at a GNP adjustment or some other modification in the system of national accounts that is sufficiently practicable as well as sufficiently underpinned to be theoretically defensible.
Since it makes little sense to jump into conceptual waters without an indication that the results may have a practical outlet, the matter will be approached in two steps. I will first focus on a definition of GNP categories that seems sufficiently operational and theoretically relevant. On that basis, I will focus on the more difficult question of what to do with these units, e.g. subtract them from GNP, or add them to it, or set them apart in an auxiliary account, or do nothing at all because GNP already reflects them properly.

Operational and relevant GNP categories

Economic categories that play a role in the GNP discussion are costs, capital and benefits. I shall focus on them in that sequence.

With respect to the environment, costs are usually associated with the so-called 'defensive expenditures'. These are all expenditures incurred (by households, governments and firms) to prevent the environment from deteriorating or to mitigate the impacts of deterioration. For households, a characteristic example is the purchase of double glazing to mitigate increased street noise levels. For governments (and many non-profit organisations) it is the whole apparatus and costs of pollution control, the upkeep of wilderness areas, the increased costs of health care due to pollution, and so on. For firms, typical examples are end-of-pipe technologies and the costs involved in pollution and waste prevention. In agriculture, forestry and allied sectors, defensive expenditures are the costs of maintaining the productivity of the soil, the regeneration capacity of the forest, and so on (products and wages involved in fertilisation, upkeep of terraces, reforestation, etc.)

Defensive expenditures are usually defined somewhat narrower than I do here, focusing on the end-of-pipe-like and symptoms-abatement measures (e.g. Hueting, 1991 and Pearce et al., 1989). This is not really consistent. A farmer terracing his land is no less defending soil quality than his neighbor who, end-of-pipe-like, catches eroded soil downhill and brings it back up. A new product that is slightly more expensive to make but needs a smaller waste recycling outlay is no less defensive than the waste recycling.

In order to prevent confusion with the current narrow operationalisation of defensive expenditures, this type of cost may be called the 'maintenance cost of environmental capital'. In order to distinguish between this cost and the 'normative' costs that will follow shortly, the term can be empirical maintenance expenditures of environmental capital.

The end-of-pipe elements in the empirical maintenance expenditures are relatively easy to measure (e.g. Peskins, 1991). Successful environmental policy, however, implies that end-of-pipe solutions are supplanted by more preventive and integrated technologies; better engines instead of bad engines with and end-of-pipe catalytic converter, 'environment-conscious' product design instead of waste outlays, and so on. At the national accounts level, these 'internalized' costs are virtually impossible to separate from the whole of the production costs. This, however, does not pose a
dilemma between conceptual clarity and practical operationalibility. As we will see, a sensible adjustment of GNP may be arrived at without touching the empirical environmental capital maintenance expenditures, in any definition. It may sometimes be interesting to try to eke out these expenditures from overall production expenditures, but this can remain outside the GNP adjustment discussions.

The agricultural, mining, government, forestry and other 'environmental sectors' of the economy do not only spend money on environmental quality upkeep, but also on extraction from the environment. Households do the same; the expenses made for going to an outdoor recreation area are expenses for 'extracting' the recreation benefit from the environment.

An important feature to note with these expenditures of extraction from environmental capital is that they will usually rise with environmental depreciation; more labour, energy, travel time, etc. will have to be put in to reap the same quantity of oil, crops, recreation, fish, etc. But when these costs rise as part of a GNP, it cannot be concluded that the environmental capital is depreciating; the rise may also be caused by intensification of the sectors without environmental degradation taking place (roughly, more outputs compensated by more maintenance inputs, or more recreational travel to areas that have no trouble accommodating the intensified use).

Environmental capital (flow resources like clean air, renewable stock resources like forests and non-renewable assets like oil), and especially its depreciation, is another major category in GNP discussions. Environmental depreciation is a decrease in environmental capital. A measure for this depreciation thus would amount to measuring the value of the environmental capital at one time, and comparing that value with the value at a later date.

Some environmental stocks, renewable and non-renewable, have a market value. Measuring depreciation then is fairly straightforward, as shown, for instance, by Repetto et al. (1989) with respect to the forests, soils and oil of Indonesia. The basis of the calculation is the physical forest stock decline. There exist two alternatives to find the monetary value of this depreciation, however. The first is to compare the past value with the present one: depreciation = (past price x past stock) - (present price x present stock). This way, because of the increase in timber and other stock product prices, the value of a stock may prove to have risen even if the stock itself has declined. The other way of calculating is to multiply the physical stock decline by the present stock product price: depreciation = present price x (past stock - present stock). In this way, there is always a value decline if there is a stock depreciation. In the words of Mäler (1991), "the change in the value of the stock" is not "the value of the change of the stock". Mäler also shows that the second calculation is the appropriate one.

Most environmental assets (clean air, the landscape, wilderness, species diversity etc.) are not marketed. In that case, shadow prices seem to be called for. As explained in the next section and in Hueting (1991), construction of shadow prices valid enough to go into a GNP is impossible. The alternative way of calculating is based on the
environmental policy targets (such as standards and other normative principles), formulated for these resources. As stated by Mäler, "in general it is much easier to estimate the cost of achieving these targets than it is to estimate the loss from not achieving them. The cost of achieving the targets could be used as a crude approximation of the true social value". Obviously, the ease of operationalization is here paid for by a conceptual jump that is fairly unclear. It is as if, for instance, the money I spend on upkeeping my house indicates the value of the house. We will see later that the jump holds a surprising advantage, however. But first, we take a look at what authors that work through this approach are actually doing.

Uno (1988) calculates how much it would cost to reduce current emissions so as to meet emission targets, and then subtracts these costs from GNP. Although this seems quite a reasonable thing to do, we may note that current pollution control measures are included in GNP as an addition, not a subtraction! It also seems quite reasonable to say that the extra pollution control needed to achieve the targets should be added to, not subtracted from, the pollution control measures already undertaken to raise environmental quality to the current level.

Hueting (1991) gives an example of the same approach, but focusing more on sustainability than on environmental quality. His reasoning is that if a country has committed itself to sustainable development and hence to the non-depreciation of natural capital, it makes sense to calculate how much it would cost to indeed keep up this natural capital, and subtract this from GNP. Hueting's example concerns soil capital, and the amount to be subtracted is the sum of terraces to be built, slopes to be reforested, drainage systems to be installed, officials to be appointed, the benefits foregone by planting less destructive crops or accepting less output, and so on.

Hueting's method is not applicable to non-renewable resources; keeping up an oil stock would amount to not extracting any oil. El Sarafy (1989) offers an escape here, at the cost of assuming complete substitutability of natural and man-made capital. The idea is that some portion of the net receipts of resource extraction should be set aside so as to generate an income over an infinite number of years, equal to the income (minus the amount set aside) generated by the resource extraction during the resource lifetime. As an example, if the real rate of interest is 5% and an oil stock is extracted at a rate that gives the stock a lifetime of 40 years, $140 should be set aside for every $1000 earned, in order to have an income of $860 over an infinite number of years. If the real rate of interest is only 2% per year, $440 of every $1000 should be set aside to earn a sustainable income.

With respect to the depreciation of environmental capital, we now have two basically different approaches, that of Repetto et al. and that of Uno/Hueting/El Sarafy. There are three reasons to prefer the latter. First, the approach of Repetto et al. is applicable only to marketed resources (or by reducing a resource to its production-for-the-market value). Uno, Hueting and El Sarafy, taken together, are applicable to all resources and even to nature in its non-resource (intrinsic value) aspect.

---

143 To be found in Pearce et al. (1989)
Secondly, the outcomes of Repetto et. al.'s method will fluctuate strongly and rather arbitrarily, because they fluctuate with world market resource prices. The outcomes of Uno/Hueting/El Sarafy will also shift over time, e.g. when technologies for environmental clean-up become cheaper or fertilizer becomes more expensive. However, these shifts are smaller in magnitude and more tied to the 'real economy'.

Thirdly, the relationship of Uno/Hueting/El Sarafy to the purposes of GNP adjustment seems more clear, conceptually. If, for instance, I owned an oil well in my back yard and I were to extract 1000 litres and sell it for a dollar per litre, Repetto et. al would tell me that my capital is now $1000 less. This is true, of course, but should I subtract that amount from my income? Then I would have to subtract $1000 from every $1000 I earn from the oil, and the oil well proves not to be an asset at all. El Sarafy, on the other hand, would tell me that I have to subtract, say, $200 for every $1000 earned, and set it aside in order to create a sustainable income of $800 for all years to come. The approach of Uno/Hueting/El Sarafy is more 'GNP-connected'.

For flow resources, renewable stocks and non-renewables, respectively, the methods of Uno, Hueting and El Sarafy calculate the expenditure involved in a nation's commitment to sustainable development, insofar as the targets involved in that commitment are not already met by current measures. Therefore, they may be defined as the normative expenditure of maintenance (sustainability) of the environmental capital at a desired quality level, as specified in the national targets of emissions, wilderness reserves, production forest areas, soil fertility and so on, and assuming perfect substitutability of the non-renewable resources.\footnote{As an example, cleaning up the polluted soils in the Netherlands (emergency spots only) is an outstanding debt of $30 billion. Taking 20 years to pay off the debt, $100 should be subtracted from GNP per capita.}

As said, GNP discussions do not only involve expenditures, but also the value of environmental capital and the benefits that people derive from the environment. In that sense, the results up to now may seem disappointing. Because of the conceptual jump from capital depreciation to normative expenditures, we have ended up with a set of expenditure categories that are fairly operationalizable, but are still expenditures only. Have we in fact only pushed the problems out in front of us? Do we still have to calculate the value of the environment and of environmental benefits? How could we do this, calculating, for instance, the true value of the Earth and all it contains? Should we ask everybody for their 'willingness to pay' for everything and then add it all up?

The difficulties here are unsuperable. For a sensible adjustment of GNP or other elements of the national accounts we do not need even to begin to discuss these difficulties, however. The expenditure categories suffice. Consider, for instance, the house I live in. This house is capital, with a market value and, the house now being 430 years old, a socio-cultural value that is hard to assess. We may note that the house (the capital) is what I draw my 'residence benefits' from. Moreover, we may note that the house has an inherent capacity to desintegrate. Although 430-years-old houses, in
my experience, are especially good at it, entropy increase (disintegration, breakdown, wear and so on) is inherent in all capital; capital needs maintenance expenditures. Now, assume that I have promised my children to upkeep the house for them at some sufficient quality level. What economic calculations does this promise entail? There is no need to address my present or their future benefits, nor is there a need to estimate the house's market or true value. The promise is to upkeep the capital, that is, to keep on incurring the (empirical) maintenance expenditures I am incurring already and add to them, if the present state of the house is below par or declining, the (normative) expenditures that are necessary, either by putting in more goods and labour, or by giving up benefits that rest on too intensive activities. And this, in the final resort, is environmental policy: the promise, and with it the act, empirically or normatively, to keep up the Earth, as a whole and nation by nation, at a sufficient quality level.

**Searching for a sensible GNP adjustment**

At this point, we arrive at the question of how to bring the expenditure categories into the system of national accounts. Should they all be substracted from GNP? Or partly? Or does GNP already reflect them properly? Or should the environment go into a separate 'satellite account'? Current proposals cover all these alternatives, as well as pleas for pluriformity (Norgaard, 1989). A major problem in this area is that the national accounts themselves are conceptually unclear. As Norgaard explains, GNP and the other national indicators are not consistently derived from any economic theory and even if they were, they would be incompatible with rival economic theories. The national accounts are a "historical mishmash", as Norgaard puts it, in which neoclassical and Keynesian ideas are mixed with the needs of tax collectors. Therefore, any insight into how to relate our expenditure categories to GNP first requires that we understand better what GNP itself in fact is, conceptually. Daly (1988), for instance, argues that GNP does not reflect welfare at all, but is the addition of all the costs incurred in a society. If we accept this, it becomes quite logical that the empirical expenditure of environmental capital maintenance (pollution control, etc.) is already included in GNP as an additive element, but the normative costs of maintenance, counter-intuitively, should also be added to GNP! First of all, then, we will take a look at Daly's arguments; as we will see, they provide the basic insight sought here, without us having to follow Daly's GNP adjustment proposal.

The current GNP measure essentially follows the proposals made in the 1920s, of Pigou. Daly (1988) refers back to a discussion between Pigou and Fisher, who maintained that (1) benefits ("services", welfare) arise only from capital, (2) capital has the inherent tendency to depreciate and (3) consumption, production and investments are not directly related to benefits; they are the costs of capital upkeep, renewal and growth.
Obviously, the concept of ‘expenditures of maintenance of environmental capital’ and the example of my house have already been borrowed from Fisher’s argument. Daly proceeds by stating that the current GNP measure is an amalgam of the following types of money flows:

\[ GNP = \text{some benefits} + \text{throughput} + \text{investments} \]

in which ‘some benefits’ refer to the rented assets and ‘throughput’ to consumption and production. Now, states Daly, consider that throughput is a cost and investment is a change in stock. What sense does it make to add up these categories? It is as if a merchant’s bookkeeper adds up receipts plus expenditures plus change in inventory. Economics requires the comparison of costs and benefits, not their addition. Consequently, Daly proposes to switch from the single GNP measure to three conceptually clarified accounts: a benefit account, a cost account and a capital account. In these, amenity services of the environment go into the benefit account, the costs defined as our ‘empirical expenditures on environmental capital maintenance’ go into the cost account and the environment itself goes into the capital account. The ‘normative costs of environmental capital maintenance’ find their natural place as an addition to the cost account.

The difficulty with this system is that it is very hard to operationalize; it is more a proposal for econometric research and experiment than for present-day GNP adjustments. Armed with Daly’s insight, however, we can return to the more practical level. The clue is given by Daly himself, who states that

"In a world of unemployed carrying capacity, (...) throughput is an index of capital stock, and consequently an indirect index of service [benefits] rendered by the capital stock."

This argument, we may note, holds not only for the environment, but for all capital. For instance:

- The general level of education may be considered as a part of the ‘human capital’ of a nation. The level of education has a constant rate of ‘depreciation’, because people forget and die. Now, if a nation spends much on education, this indicates that it supports a high level of educational capital, and will enjoy the benefits thereof accordingly.

- If consumer goods such as cutlery, TV sets, house paints, books and holiday travels are assumed to have a constant rate of depreciation (getting lost, becoming outdated, worn out, forgotten) and if a nation spends a lot on these, the consumers may be assumed to maintain a high stock of them, with benefits accordingly.

In this picture, GNP still remains a measure, by and large, of costs, but costs as an indicator of benefits:

\[ GNP = \text{benefits} + \text{throughput-as-benefit-indicator} + \text{investments-as-benefit-indicator} \]

\[ \text{145} \]

Not quite consistently, Daly also seems to accept his interpretation of GNP as a welfare indicator. Daly and Cobb (1989) have calculated an adjusted GNP by subtracting pollution effects and depletions of natural capital. Subtracting costs from GNP is only consistent with interpreting GNP as a welfare measure.
and adding up the three categories is not illogical at all. The basic condition, however, is that consumption, production, environmental maintenance costs etc. are good indicators of high levels of capital, and thus benefits (welfare). In the two examples above, this assumption seems reasonable. But is this also the case with respect to the environment? Or do we not even have to know this? This, more or less, is the final question of the matter. But before tackling it, it seems wise to first acquire some more footing in the two recent proposals for GNP adjustment.

Pearce et al. (1989) put forward to adjust GNP in the following way:

$$\text{adjusted GNP} = \text{conventional GNP} - \text{household defensive expenditures} - \text{monetary value of residual pollution} - \text{depreciation of environmental capital (functions, renewables, non-renewables)}$$

We may note, first, that Pearce et al. do not suggest also subtracting current pollution control and other capital upkeep measures (e.g. forestation). Implicitly, they accept conventional GNP as a benefit (welfare) indicator, including these current expenditures. Secondly, we may use the 'normative approach' of Uno/Hueting/El Sarafy to obtain the value of residual pollution and capital depreciation. Doing so, we also include the household defensive expenditures (they double-count with the monetary value of residual pollution, states Mäler, 1991).

The normative expenditures of environmental capital maintenance as they have been defined here also include the expenditures for the upkeep of intrinsic values of nature, which is not exactly the "functions" of Pearce et al.. Assuming that they have nothing against this, the proposal may be summarized as simply:

$$\text{adjusted GNP} = \text{conventional GNP} - \text{normative expenditures of environmental capital maintenance}$$

in which conventional GNP includes the empirical expenditures of environmental capital maintenance.

Mäler (1991), in a technically more sophisticated analysis than Pearce et al.'s, builds up the GNP measure in terms of prices (p), quantities (q), time expenditures (t), wages per hour (w), valuations (v) and other basic parameters. Mäler starts by separating environmental capital (flows such as clean air, renewable stocks such as forests, and non-renewable stocks such as oil), and then builds up the picture of GNP and defensive expenditures, government pollution control, maintenance of renewables and so on, in the basic terms. The result is summarized below. (I keep some references to Mäler's mathematical formulations in order to facilitate cross-reference to his article.)

(1) Production declines because of environmental degradation or depreciation (e.g. a smaller fish catch or less forestry products) are already reflected in conventional GNP (as pq₁), and should therefore not be subtracted\(^{146}\).

(2) Although defensive expenditures of households and the public sector (pq₂) are included as a positive contribution to conventional GNP, they should not be subtracted

\(^{146}\) This is also noted by Nentjes (1991).
in order to avoid double-counting with the (depreciation of the) value of environmental services ($V_{y_1}$, see below).

(3) All wages paid in the economy ($w_l + w_l_2 + w_l_3$) should be subtracted from conventional GNP.

(4) The value of goods used in order to keep up the stock of environmental capital ($p_q_1$), e.g. fertilizer and forest replanting, should be subtracted from conventional GNP.

(5) Not all environmental functions are reflected (as production, $p_q$) in conventional GNP. The direct use of flow ($y_3$) resources by households, valued at the household valuation $V^e_{y_1} + V^e_{y_2}$, should be added to conventional GNP.

(6) The value of the change in stocks ($V_x dy_2/dt$) should be subtracted from conventional GNP.

For a good comparison with the proposal of Pearce et al., some further interpretations are necessary, starting at point 3.

(Ad 3) It seems "startling" as Mäler puts it, that all wages paid in the economy should be subtracted from GNP, if we want GNP to be a measure of welfare. Roughly, it amounts to the net national income (NNI) being subtracted from GNP, and the result, for any GNP, will be approximately zero. Another way of arriving at this point is by noting that Mäler has started out by separating environmental capital from the other capital, and then arrives, as we will see below, at the proposal that the empirical cost of keeping up that capital should be subtracted. If he had started out by separating any other capital from the rest (say, cutlery, machinery or human capital), he would have concluded that the cost of keeping up that capital should be subtracted. In fact, everything should be subtracted. What has happened here is that Mäler has in fact built up a picture in the Fisher/Daly conceptualization, with a cost ($w_l$) and a benefit ($p_q$) component, and then, instead of separating these into a cost account and a benefit account, subtracts them from one another (calculating, as it were, the profit a nation makes). This is not consistent; the method used should be either Pigou’s, with costs used as indicators of benefits, or Fisher’s, with two separate accounts.

Let us assume for a moment that it makes some sense to subtract the wages involved in defensive expenditures ($w_l 2$) and the upkeep of renewables ($w_l 3$) from conventional GNP, in order to see what it will lead up to.

(Ad 4) The value of the goods involved in keeping up the renewables may be combined with $w_l 2$ and $w_l 3$, adding up to the empirical cost of maintaining the environmental capital. This is the first major category, then, that Mäler proposes to be subtracted from conventional GNP.

(Ad 5) Adding the households’ valuation of the environment to GNP for year 1 and repeating that for year 2 amounts to drawing up a picture of GNP decrease because of environmental degradation. Thus, one might as well subtract the value of the degradation right away.\footnote{Faber and Proops (1991) also follow the course of addition of environmental capital value to GNP, arguing that it is conceptually more consistent and socially more fruitful to show a nation its (decling) wealth than to show only the declining of its wealth. This argument is interesting, but the...}
(Ad 5 and 6) Subtracting the value depreciation of the households' valuation, together with subtraction of the value of the depreciation of stocks, is equivalent to subtracting the normative costs of environmental capital maintenance, as it was the case with Pearce et al. (1989).

Summarizing, Mäler's (1991) proposal for GNP adjustment is:

\[
\text{GNP-adjusted} = \text{conventional GNP} - \text{empirical expenditures of environmental capital maintenance} - \text{normative expenditures of environmental capital maintenance}
\]

in which conventional GNP again includes the empirical expenditures of environmental capital maintenance. The reason for rejecting this proposal has already been given in the paragraph 'Ad 3'. Roughly, if one follows Pigou, only the normative expenditures should be subtracted. If one follows Fisher/Daly, there should be a separate cost account and benefit account, the first of which already includes the empirical expenditures, and to which the normative expenditures should be added.

A grounded and operational GNP adjustment

'Following Fisher/Daly' would imply a major overhaul of the systems of national accounts, which, quite apart from its political feasibility, is as yet impossible to operationalize econometrically. The first thing to find out, therefore, is whether 'following Pigou' is basically acceptable with respect to the environment. In other words, to what extent may conventional GNP be interpreted as a welfare (benefits) indicator with respect to the environment? And once we have found this out, how can the situation be improved?

To arrive at the answer we must distinguish between the two types of environmental expenditures that are included in conventional GNP, i.e. the empirical expenditures of environmental capital maintenance (pollution control, fertilizer, wilderness protection etc.) and the expenditures of the extraction of benefits from the environmental capital (outdoor recreation expenditures, fisheries inputs etc.).

With respect to the maintenance expenditures, the situation is relatively simple. If pollution control or any other maintenance measure is installed, it amounts to anywhere between the supplanting of a function that nature first provided for free or a truly additional measure. Hence, benefits range from 'zero' to 'full', but benefits they always are. Conventional GNP always counts the benefits as full. Hence, it accounts poorly, but not in the wrong direction. It seems wise to accept this at the moment and bring in adjustments for the supplanting of natural functions at a slower pace, together with analogous cases in which conventional GNP accounts poorly, e.g. when markets supplant informal and subsistence economies.

environmental wealth is as yet impossible to value with a degree of unequivocality necessary for national accounts.
The situation is different with respect to the extraction expenditures. For the sake of clarity, we may distinguish between two extreme situations, both characterized by a deterioration of the environment (say, a decline of a fish stock). First, we may assume that the extraction expenditures remain the same. The fishing fleet, for instance, remains the same and continues to fish in the same way. Then, production will drop. This is reflected in GNP, as we saw in Mäler’s analysis (“pq”) At the other extreme, we may assume that production is kept constant by an ever-increasing extraction expenditure (larger ships, longer distances). Conventional GNP will then rise, until the environment is almost completely exhausted and the extraction activity is abandoned. Here, GNP is perverse, indicating not welfare but the reverse, driving a society towards unsustainability. Experience shows that real-world situations tend to be close to the perverse extreme. Hence, accepting GNP as a welfare indicator here seems unacceptable, both on theoretical and moral grounds. Therefore, we cannot follow the UNEP and the World Bank, proposing to put the environment in some "satellite account" (Pearce at al., 1989), from where it will never enter core economic figures and decisions.

If conventional GNP is partly a poor and partly a perverse welfare indicator with respect to the environment, should it be dropped, after all? Then what will be installed in its place? The way out here is to remove from GNP its capacity to be a perverse measure. From the above, we see that perverse indication of welfare is impossible if natural stocks are constant. Thus, the way out is to express inside GNP the target of sustainable development. As concluded earlier, the way to do so is to say:

\[
\text{Adjusted GNP} = \text{conventional GNP} - \text{normative expenditures of the environmental capital maintenance}
\]

This adjusted GNP, then, is a poor indicator of sustainable development, but acceptably poor, and freed of the risk of perversion that comes with its basically 'Pigouian' character. It may be noted that substantively, this adjusted GNP is the same as was proposed by Pearce et al. (1989). The difference is that we now have the insight in what it in fact expresses, its assumptions and weak spots, and the arguments why it is the best one nevertheless. Following Pearce et al., the name for this 'adjusted GNP' might be "sustainable GNP" or "sustainable national income", the best approximation, for the moment, of sustainable income as conceptualized by Hicks in the 1940s.

Operationalisation, as we have seen, can be by way of the method of Uno/Hueting/El Sarafy or allied approaches, for flows, renewable stocks and non-renewable stocks. A physical State of the Environment reporting system is a necessary basis, e.g. the physical accounts as exemplified in Pearce at al. from Norway and France, or the Canadian SOE system. To apply the method of Uno/Hueting/El Sarafy, it is not necessary to enumerate in these accounts all the natural wealth of a nation, but only what is lacking, as measured against the policy targets of environmental quality and sustainability.
4.9 Economic Evaluation, II:
Sustainability And Project Appraisal

The preceding section has focused on how to arrive at a proper indicator of welfare at the macro level. In the present section, we move to the micro level of projects, programmes or other policy actions. Moreover, we step from *ex post* to *ex ante* evaluation. The tool that economy provides us with here is cost-benefit analysis (CBA), with its variants of 'net present value', 'internal rate of return' and 'cost-benefit ratio' and its levels of 'financial', 'economic' and 'social' calculus (Van Pelt *et al.*, 1990).

CBA stands in an uneasy relationship with the environment. Most of the benefits of environmental quality and the functions of nature are not traded on a market where social preferences are expressed in prices. The intrinsic value of nature is even harder to assess economically. And with respect to the time dimension, the obligations of sustainability ('intergenerational justice') contradict the fact that individual people, in ordinary economic decisions, discount the future to a degree that costs shifted to future generations count for almost zero.

All these problems are intensively discussed in environmental economics. The best overview of the results, to my knowledge, is OECD (1989). That progress is being made does not imply that real solutions are on the horizon, however. As an example, we may take a look at the 'contingent valuation' method of valuing the environment. Roughly, this method amounts to asking people how much they would be prepared to pay for a specified environmental improvement, or for the prevention of a specified degradation of the environment. As a first indication of the difficulties encountered here, OECD (1989) shows that the second way of phrasing the question results in values given to the environment that are 2 to more than 10 times higher than those resulting from the first way of phrasing. Obviously too, because people will implicitly refer to their income when responding to willingness-to-pay questions, they will give lower valuations when asked about 20 items at the same time than when asked about one item one month, the next item the following month, and so on. Hueting (1991) criticizes the approach, saying that it is never possible for a sum of individual preferences to reflect the true value of the slow, large-scale and barely visible processes that sustain life on our planet. Sagoff (1988), referring to the often high percentage of 'protest bids' in willingness-to-pay surveys, points to the fact that in the economic approach, people are treated as isolated "bundles of exogenous preferences" rather than as thinking beings capable of reaching informed public decisions; this approach may be inappropriate from the very beginning, on legal and empirical grounds.

With respect to the discounting of the future, the aim of conservation is often thought to consist in prescribing that a lower or even zero discount rate be used in

---

148 Cf. Section 5.7.
CBA. But as remarked by Norgaard (1991), nature protection is often well-served when the large future benefits of a development project (say, a hydroelectric dam) are heavily discounted against the small but present benefits of a wilderness area. A discount rate of zero leads to the conceptually difficult consequence that any disaster now is acceptable if it results in an unending stream of infinitesimal benefits forever after (Sawyer, 1986). Moreover, can economists simply override the fact that people do prefer the present to the future? (Pearce and Turner, 1990). Should then a discount rate be set somewhere between zero and the normal rate of 5 to 10 percent, say, at 2 percent? Still, then the irreversible waste of any resource does not in fact count after a 100 years or so (Hueting, 1991b). Should, then, the discount rate be differentiated, dependent on the type of project or the impacted entity? Gijsberts and Nijkamp (1987) show that this is technically feasible, but at the same time the whole problem is downgraded to a "tinkering", as Van Pelt et al. (1990) call it, with arbitrary discount rates. No wonder, then, that in spite of all intelligent discussions and beautiful modelling, the rate of discount still "presents some of the most difficult moral and economic choices" (OECD, 1989).

Dilemmas can often be solved by moving to a deeper level of analysis. This is precisely what Norgaard and Howarth (1991) do when they say that the discount rate question as such has been misframed; we will encounter their arguments later in this section.

After this long introduction, the objective of the present section can come into view. My point of departure is the intuition that the type of discussions touched upon until now are attempts to incorporate the environment into an instrument that will never fully accommodate it. The application of CBA, it seems, needs to be embedded in a more overall approach. Such an approach should not only comprise CBA, but also a different 'logic', a different frame of mind to deal with the difficulties and dilemmas.

The overall approach I aim to expound may be called, following Page (1991b), "a two-tier value theory" or, in more homely terms, the principle of 'First we take care of those who depend on us, then we go out to enjoy ourselves'. As we will see, nothing really new will be developed; I only intend to deepen, amalgamate and show the practicability of a number of current insights.

Below, we will first discover the 'different logic' at a more or less superficial level, focusing on some familiair issues and my own response when I first encountered them. In the next subsection, we move to the deeper level of analysis that Norgaard and Howarth already indicated. And finally, we turn to practical implementation in project appraisal procedures.

---

149 Contrary to the suggestion of James (1989), this argument against a lowered discount rate still holds when all benefits of the wilderness area are properly reflected in the CBA.
Starting point: 'Safe Minimum Standards'

Ignacy Sachs once explained to me the trick, well-known in World Bank circles, of how to define the most feasible irrigation system. First, you compare a system that includes a drainage subsystem with a project without drainage. Without a drainage subsystem, all soils in the irrigation system will be salinized and stop yielding in 20 years' time. But since that will be discounted away and the system without drainage being much cheaper and requiring less water, the system without drainage will show up as being much more feasible in any cost-benefit analysis. Twenty years later, there will be a new project: the construction of a drainage system in order to reclaim the lost soils. This system will, of course, be much more expensive than if the drainage had been incorporated from the outset, but since the alternative is to abandon the whole irrigation system, the drainage project may prove to be quite feasible. If not, it is rational to abandon the irrigation system and leave the soils in their degraded state. CBA shows the feasibility and rationality of resource destruction.

My reaction to this was indicative of my engineering background. Puzzled by the outcome of the economic evaluation, I did not start thinking of ways to incorporate sustainability in the evaluation calculus itself (e.g. by lowering the discount rate), but wondered: how can economists justify comparing unsustainable to sustainable irrigation projects et al? And, one step earlier, how can irrigation engineers put up for evaluation an unsustainable design, i.e. a basically immoral proposal? Sustainability should be worked into the designs that leave the engineers' hands. If that is provided for, the economists are free to apply a CBA with a discount rate of 2% per year, or 20% per year, or anything in between. Goodland and Ledec (1985) also refer to engineering practice in their discussion of 'Safe Minimum Standards'. A 'Safe Minimum Standard' is defined by them as "any (non-economic) criterion which a project must meet to be environmentally or socially acceptable". And their example is that "a bridge is commonly designed with a safety factor of three or more to accommodate the unexpected and the unknown".

Note that in Goodland and Ledec's example, the safety standard is embodied in all bridge designs. Bridge alternatives are not offered to society by saying: "This alternative costs so much and takes so many deaths per year, and this alternative costs so much and takes so many deaths per year; now take your pick". All bridges are safe; safety is a value internalized in the civil engineering habitus. Analogously, sustainability can be a value internalized in all the relevant designing disciplines. Economists, working as they are within a non-designing discipline, find this hard to conceptualize. Implicitly or explicitly, they assume that simply all kinds of designs are brought for the evaluation procedures. 'Safe Minimum Standards' is then a defensive

190 In my own education, as is probably the case with civil engineering everywhere, this paradigmatic internalization is so strong that it is never ever discussed. There is no external 'code of conduct' prescribing that safety should be taken care of.
tool to rule out bad designs, a "filter to strain out the underisable" (Daly, 1987), before they enter the cost-benefit analysis.

As long as designs that do not meet environmental standards are indeed brought up to economic evaluation, a filter will provide a crucial service. Basically, however, it remains a reactive instrument, with an end-of-pipe character, incapable, in the long run, of developing the pro-active power of internalization of sustainability in the actual design of policies and projects.

'Safe Minimum Standards', in the "filter" conceptualization, leads to the image of constrained maximization of net present value (or profits, or whatever) (e.g. Ledec and Goodland, 1985). In this image, the environment is what poses the constraint. The environment, in other words, is here a passive and negative entity, standing in the way of full human development. This, roughly, is the environment as it was in the debates of the 1970s (Pearce et al., 1989). We are, then, like a farmer who sees the land not as a value to trust and to work with, but as a constraint to something else that should be maximized. Taking matters somewhat closer to home, we may of course draw up an endless list of all the constraints our own bodies impose on us; but living is not a 'body-constrained maximization' of consumption or happiness. The body is not a bundle of constraints, and neither is the environment.

In the final subsection, we will again pick up the issue of the environment-in-the-design versus the environment-in-the-constraints "filter". First, though, we will explore the deeper reasons why it is necessary to separate cost-benefit analysis from the question of to what the cost-benefit analysis should be applied. The latter, in either its 'design' or 'constraint' conceptualization, is the "first tier" of the next subsection.

Two-tiered value theories

Economics is about the optimal allocation of scarce resources; in the words of James (1989), economy is predominantly efficiency-oriented. In this subsection, we will focus on some recent articulations of the argument for 'two-tiered' evaluation, based on the argument that morally and practically sound decisions are based on more than optimal allocation (i.e. more than CBA) only.

In the inspiring summary of Daly (1991) and the more in-depth analysis of Underwood and King (1989), we find the argument grounded in the difference between macroeconomics and microeconomics, and between optimum allocation and maximum scale. Macroeconomics focuses on the sum total of transactions in an economy, rather than on the relative prices and volumes of the separate transactions and economic entities. For these, we have microeconomic processes and microeconomic theory. At the microeconomic level, scale is a core concept; rational producers, for instance, continue to produce until the profit on the next unit produced is zero. At the

---

macroeconomic level, this leads to optimum allocations and an inherent tendency of growth, i.e. an increase in the scale of the economy as a whole. Is there a maximum scale (size) of the economy as a whole, relative to the size of the ecosystem? In reality, of course there is; civilizations can crash ecologically, as may the world system in the future. But is there also a conceptualization of maximum scale in macroeconomic theory? There is none.

This situation, Daly continues, resembles the loading of a boat. When a new load arrives, the weight has to be distributed optimally over the ship. The next load is again distributed optimally. And so on, until the ship sinks, but optimally, of course.

Norgaard and Howarth (1991) approach the matter by way of the discount rate discussion. Discounting, they assert, makes much sense; it is normatively rational and empirically a good descriptor of how individuals and firms behave. Environmental and resource economists, however, have struggled with the discount rates for decades, because of the paradox that normal (high) discount rates encourage resource depletion. To make matters worse, environmentalists sometimes argue for higher discount rates, because the higher they are, the smaller the threat of hydroelectric dams and other harmful developments. Some consensus now seems to be growing that a dual approach is called for (roughly, this is the 'Safe Minimum Standards' of the preceding subsection), but this uneasy compromise "deserves deeper theoretical examination".

Norgaard and Howarth then proceed by building up an economic model of overlapping generations, in which resource transfers between generations are explicitly considered. They conclude that (1) the intergenerational resource transfers cannot be evaluated by efficiency criteria and (2) each distribution of resources between generations results in a different set of prices, quantities, as well as a discount rate, relevant for applying conventional cost-benefit analysis.

Norgaard and Howarth conclude that the paradox of the discount has arisen because the problem has been misframed. There is nothing wrong in discounting; it takes care of efficient distribution of our resources. This is a matter to be distinguished, however, from the passing on of resources to future generations, so that they be their resources. In the words of Norgaard and Howarth:

"Questions which are fundamentally matters of equity should be treated as such. If we are concerned about the distribution of welfare across generations, then we should transfer wealth, not engage in inefficient investments [e.g. by juggling with the discount rate]."

Sustainability is the transfer of natural resources to future generations, i.e. an aim of intergenerational equity. Sustainability cannot be addressed within an efficiency (e.g. CBA) framework. This holds not only for the sake of sustainability, but also for the sake of efficiency.

Page (1991) formulates his "two-tier value theory" as a general principle of societal arrangements. Legal principles that stand the test of time, Page starts out, are built on a basis different from those of more temporary arrangements. The latter are the products of well-defined interests of people in a relationship of negotiation. The
former are built on a process in which people abstract from their personal positions and preferences, conceptualizing themselves closer to Rawls' "original position" behind the "veil of ignorance".

The first tier of institutions and arrangements sets the conditions for the second tier to develop safely. Thus, markets and the liberal state develop within the first-tier conditions of constitutional rights, equity, principles of non-fraudulent information and so on. In the old days, Page continues, we did not need a sustainability principle in the first tier, since we neither had the technology nor the numbers to rapidly deplete the resource base. Now, however, we do.

A rate of discount is something belonging to the second tier of "specific preference satisfactions", not to the first tier of "broad equity", which includes equity across generations. Traditionally, in economic analysis such as CBA, the value of sustainability is tied to the discounting problem. "But in the two-tier view, we do not use discounting to define and evaluate sustainability. We use concepts of sustainability to set constraints on markets. Once we have done this, we discount at normal rates".

With respect to the practical implementation of the two-tier system, Page points to two basic principles. The first is non-interference between the two tiers. A redistributive (equity-oriented) income tax or a regulatory (sustainability-oriented) energy tax, for instance, which are typically first-tier instruments, should not be "corrupted" by special privileges that affect the day-to-day workings of markets and decision-making of the second tier. The second implementation principle is that different decision procedures be established for each tier. The 2/3 majority necessary to change a constitution is an example. Another element here is that the first tier should be regarded as a system of broad principles, in which the focus is on the essentials (e.g. basic needs) and the long term, but open at the same time, with scope for decisions being reached by flexible rules of thumb. The way a firm sets its R&D budget is the example used by Page here.

A final observation in this subsection concerns the famous principle of 'Pareto-improvement'. As explained by Pearce (1983), the original Pareto criterion was that policies may be accepted when nobody is rendered worse off. This rule is called "strict Pareto improvement" at present. Second, we could argue that a policy is acceptable if the ones who become better off actually compensate those who suffer. This is the "Pareto rule with actual compensation". Third, we could argue that it is only necessary that there is a net overall benefit, i.e. that the ones who become better off could compensate the ones who suffer. About this, Pearce states that:

"This is the Kaldor-Hicks compensation test and it is this which is typically regarded as underlying CBA as conventionally practiced. Quite whether such a rule even deserves the title "Pareto" is arguable, but we can follow Mishan in referring to it by its now conventional title of a requirement for a "potential Pareto improvement"."

The three Pareto rules may be connected to notions developed in the present and the preceding subsections.
• The "strict Paretian" rule is associated with the idea of sustainability as the preservation of a constant natural stock for future generations. It is also associated with Page’s first tier of basic rights, basic needs and "broad equity". If, as we shall do in the next section, we define the first tier as taking care of the weak (nature, the poor and future generations), the criterion is relaxed somewhat; we leave it to the rich and strong to compensate among themselves potentially only, e.g. through CBA.

• The "Paretian rule with actual compensation" is allied to the method of El Sarafy encountered in the previous section with respect to non-renewable resources. In this middle ground, we also find CBA employing the 'compensation project' method (if these compensation projects are actually in the design and actually implemented, of course).

• The "potential Paretian improvement" allows the poor to become poorer as long as the rich become even richer. It is also, as Pearce states, regular CBA and neoclassical, 'utilitarian' economics.

The strict Paretian principle is usually condemned by mainstream economists (as it was, in 1983, by Pearce) as untenable, leading to "total inaction". As will be shown in the next subsection, this is a mistake.

First we take care of those who depend on us

Does a 'strict Paretian' rule lead to "total inaction"? Mainstream economists might have feared it would lead to their total inaction, but even that is a mistake. Markets where nobody is forced to sell or to buy (e.g. because of poverty) are 'strict Paretian' markets, as Sagoff (1988) points out. Through Sagoff (1988) and Page (1991), we can build up a general picture of what, instead of "total inaction", are the operational characteristics of the first tier in a two-tier value system. After that, I will return to the narrower subject of this section, the appraisal of projects and policies.

Sagoff (1988) can be read as a defence of basic environmental standards, typically a first-tier element, against the inroads of economists who try to lift the standards into the second-tier CBA orbit. "Intangibles", the economists say, should be made tangible by means of willingness-to-pay and other methods, so that we know their real value and they may be efficiently traded off against other values. But the Clean Air Act and other current legislation does not permit, much less require, the basic air quality standards to be taken up in a cost-benefit or other 'balancing' test. The standards are set as a normative constraint on economic development.

The Endangered Species Act is Sagoff's example of the most clear-cut first-tier statute of all. It requires all federal agencies to "insure that actions authorized, funded or carried out by them do not jeopardize the continued existence of such endangered species". Not in spite of but because of this unequivocality, Sagoff continues, the statute has worked well:
"Developers by and large have found mitigating strategies to protect the species that their projects might otherwise eradicate. Conflicts have given way so quickly to deliberation and negotiation on a case-by-case basis, indeed, that a special Endangered Species Committee, set up to grant exemptions, has met only twice, and very few cases have been litigated under the act."

The interesting thing to note here is that the rigid law has had creative effects rather than led to "inaction". Excluding species protection from being drawn into the realm of willingness-to-pay, abstract CBA calculus and trade-offs with overwhelmingly strong economic interests, incorporated species protection in the case-by-case design of projects and compensation measures.

National constitutions typically formulate rights in 'strict Paretian' terms. Practice shows that well-working constitutions lead nations to action rather than to inaction. At the same time, in these nations many long-standing legal institutions, rules and debates are especially geared to put the 'rigid' first-tier principles into fluent practice. Nobody maintains, for instance, that firms are obliged, as Sagoff puts it, to "pay hundreds of millions of dollars to provide a tiny improvement in workplace safety". But note that the 'trade-offs' of this type are kept in the legal realm, decided upon by courts and public consent, not by a CBA; the primacy remains with the first-tier institutions and rationality.¹³²

First-tier principles are foundational but open, as Page asserts. They are amendable in public debate and negotiable (though not by calculating and balancing net present values).¹³³ As we saw in Section 4.5, there exist two different ways to arrive at such amendments and decisions, viz., abstract and contextual ethics. In the first, the concrete problem situation is 'fed up' into abstract formulas of justice, formulated primarily as a balancing of rights and obligations. In the second, the abstract principles are

---

¹³² As an example, Sagoff mentions the EPA policy principle that costs incurred because of health regulations should not be "grossly disproportionate". In Sagoff (1989), an excellent account is given with respect to property rights and the eminent domain. Natural property right theory puts property rights in the first tier; utilitarian theory puts them in the second tier, "defending property rights not as a matter of principle or of basic justice, but only insofar they promote the efficient allocation of resources". Sagoff distinguishes between use value and market value, and allocates these in the first and the second tier, respectively. With that, the right to use, exclude and alienate property in use value terms becomes protected against second-tier arguments (e.g. concerning efficient markets) that governments may bring forward in order to justify eminent domain takings. At the same time, property rights do not hold a priority position with respect to the needs of other 'inhabitants' of the first tier, such as future generations, nature and the poor. There is no right to destroy first-tier use value in order to create (second-tier) value (e.g. to drain a wetland of high natural value for profit), if the first-tier procedures of public decision-making have been properly followed. And consequently, too, no obligation then exists to compensate the would-be wetland developers for the profits they could have made. The same logic applies to the well-known phenomenon that farmers demand (and receive) compensations, at market prices, for not poisoning the groundwater with pesticides and excess fertilizer, not killing birds with mowing machines, and so on.

¹³³ Norton (1992) makes the mistake to think that first-tier principles, because they are not negotiated in the economic realm, are un-negotiable.
'fed down' into the description of the concrete problem situation, and the solution to the problem in found at the concrete level of the problem situation itself, formulated primarily in the language of differences and care, rather than and universals and rights. Page (1991) briefly mentions these two modes of moral reasoning as "contract" and "community", respectively. Thus, shall we formulate sustainability in terms of rights of future generations and intergenerational contract? Or in terms of care for future generation and intergenerational community? Shall we conceptualize our attitudes and duties toward nature in terms of rights or partnership? In my view (cf. Chapter 8), contextual ethics should have primacy throughout the first tier, with more legalistic ('rights') modes of reasoning in a position to fall back on if contextual ways to find solutions fail. Thus, my formulation of the two-tier principle: first we take care of those who depend on us (= first tier), then we go out to enjoy ourselves (= second tier).

The ethics of care lie close to our day-to-day ways of responding to problems. An everyday life example may therefore further clarify the two-tier principle. Consider that we have two young children and want to go out to the nightclub. What we do then is not include the children in the 'cost-benefit analysis' of which nightclub to go to; rather, we take care of them first, by calling in a baby sitter or through any other arrangement, and then go out to enjoy ourselves, free from worries or obligations with respect to the kids.

This example, simple though it is, elucidates why the rule of strict Paretian improvement, not the 'optimum' rule, has traditionally been associated with the liberal state (Kneese and Schulze, 1985). 'Optimum' Paretian improvement, that is, that something is good simply if it has a net benefit for society as a whole, is the totalitarian perspective, in spite of its superficial association with the market economy.

Expressing the concrete character of contextual ethics, the two-tier value system in my formulation is personified, speaking about 'those who depend on us'. Thus, the abstract principle of sustainability takes on the face of future generations. And the abstract principle of basic needs takes on the face of the poor. The third important member of the first-tier family is nature, in its intrinsic value aspect.

In the appraisal of projects and policies, the three first-tier family members often prove to be in conflict with one other. There are no detailed recipes of how to proceed in these cases, but the preceding analysis does give some important principles to support resolution.

---

154 Even the courts we then fall back on follow much more contextual types of reasoning than one would expect from the legalistic language they use (De Groot-Van Leeuwen, 1991).

155 What is happening in Eastern Europe at present is that the free rein is being given to the second-tier market mechanisms without first-tier institutions effectively being in place.

156 See Norgaard and Howarth (1991) on the analogue between the basic needs approach and the sustainability principle.
The first thing to keep in mind is that first-tier conflicts really are first-tier conflicts, to be solved before net present values or any other cost-benefit calculus comes in.

The conflict is fundamental but may therefore be formulated in what Page has called open terms. Decisions on a basis of rules of thumb are better than non-decisions because details and certainties are lacking.

The first path to take is to seek contextual ways conflict resolution. The first task then, is not to build abstract value hierarchies and learn how to make the calculations of adjudication, but to build the moral community and learn how to listen to those without a voice.

If conflicts cannot be resolved this way, sustainability, nature or basic needs should not be shifted to the second-tier deliberations. There, they will function as add-ons in a cost-benefit or multi-criteria analysis (e.g. as "intangibles", or as additional costs and benefits estimated by some willingness-to-pay or other method, or as additional criteria); equity obligations cannot be met as add-ons in decision systems built for efficiency purposes. If conflicts cannot be resolved in the first instance, they should still be kept within the 'juridical' mode of reasoning: organize a hearing, consult your children, play court, go to the field to see the ecosystem that the problem is about, go to the poor to learn and negotiate - anything, but not cost-benefit analysis.

All the while, the focus should be on resources, nature and human needs in their own real terms, not market values.

Design, much more so than appraisal, is conducive to contextual reasoning. In the typical design setting, people are gathered around a table not to exchange rigid arguments about something already given, but to jointly and creatively formulate something new, focusing on the concrete problem situation. Thus, redesign is always the final course of action to choose if no design can pass the equity "filter". As Sagoff has indicated, this course will work all the better the clearer it is that there is no escape through the equity filter into the waters of hanging price tabs on the first-tier principles and redefining the problem as an efficiency problem.

Henry (1989), based on experiences in France, the UK and the Netherlands, illustrates several of the points raised here, with special emphasis on the fact that cost-benefit analysis in practice, rather than being a tool to rationalize political arguments, serves to express political power positions in a rationalized form. One obvious element here is the setting of shadow prices. More interesting, because more hidden, is the conceptualization of the CBA structure as a whole. In CBAs made for river 'improvement' purposes, for instance, a flooding risk norm with respect to farmland of less than once in 10 years is usually set as a constraint. No public safety being at stake here, Henry asserts that no reasons exist to give this flooding risk an a priori (first-tier) status; this status simply expresses the social power of the drainage engineers. The same holds, for instance, for many of the design standards used by road construction engineers.

Another example concerns the French national electricity company, an agency so unassailable that it can make designs for hydroelectric power stations without taking
the environment in account, and draw up a CBA without an environmental constraint and with the environment priced at virtually zero. The optimum is then presented as the overall best variant. If the environmental department wants to have something changed, this is acceptable (within bounds, of course), but the electricity agency has to be compensated out of the environmental budget; it is allowed to buy back, budgets permitting, what has in fact been stolen. Superficial political power is to win struggles; deep political power is to have your rules accepted as the norm, so that there is no need to struggle.

Henry’s final example is from the Netherlands. It concerns the extension of Den Helder harbour into the Wadden Sea. After years of public struggle, it was decided that a thorough CBA should be made. A first-tier arrangement was agreed upon first, however: no harm should be done to the ecosystem in any harbour extension variant. As it turned out, no variant was economically feasible within this constraint. Still, this was accepted. Because the demand for more harbour space remained, however, the municipality went over the port with a fine-toothed comb and found a solution there, to the satisfaction of everyone, including the Treasury. Quite in line with Sagoff’s U.S. experiences, Henry concludes that the constraint became the solution. Redesign had been the key, not weaker constraints on the CBA.

A well-known complaint of civil servants in environmental departments is that they cannot really enter the game of decision-making if they cannot put price tags on nature and natural resources. Behind this is a conceptualization of decision-making as a bidding game for efficient allocations, and the power of the other participants to reinforce that conceptualization. At a superficial level and in certain cases, price-tagging the intrinsic value of nature or the willingness-to-pay for future generations may possibly be of help. At the deeper and longer-term level, however, entering decision-making processes as if they were a bidding game is to already have lost. The deep and long-term course is to establish that preservation and sustainability conditions must be met before bidding can start. I hope I have supplied here some reasons as to why this is important, some arguments for the discussion and some practical ways to give shape to the alternative.

Against this background, is there a positive role left for CBA? Of course there is. In fact, in my own first years of engineering practice, I made a hundred of them, in order to get proposed sites for rural bridges on a priority list. The 'costs' were set as the height of the abutments plus twice the bridge's span; the 'benefits' were the number of houses served by the shorter route, taken from a topographic map; no need to discount, of course, since all bridges would be of timeless quality. Using the 'benefit'-'cost' ratio listing to ward off local politicians who came lobbying for bridges on the roads that coincidentally led to their own houses, how I loved to be the embodiment of Rationality!

On a more serious note, the environment should obviously continue to play a role in CBA even when CBA is used as a second-tier tool. The environment is not only future generations, nature protection and basic environmental standards. Many aspects
remain associated with what I called 'enjoying ourselves', i.e. the efficient allocation of amenity functions of the environment, all environmental deterioration and depletion that remains above the first-tier norms, all environmental improvements (e.g. 'nature development') that may be regarded as more than a making good of first-tier losses in the past, and so on. In this second-tier realm, all theoretical progress and balanced application of the shadow-pricing methods that this section started out with is to be applauded. The discount rate problem, however, can only be resolved by two-tier thinking and practice. The first tier is outside the discounting realm; in the second tier, we discount at normal rates (or start a discount rate juggling game, but then for tactical reasons only).
ANNEX 4.1

Sustainability As The Foundational Modeling Variable

In current literature, the concept of sustainability is nearly always paired with 'development'. The paired concept "sustainable development" is often said to be a *contradictio in terminis* and indeed, contradictions can only be escaped from if 'development' is defined different from economic growth in the sense of an ever-increasing physical throughput of the economy (Daly, 1990).

In Chapter 3 and Section 4.3, the concept of Sustainability has been defined as the long-term aspect of all final variables (health, economic services, spiritual growth, diversity of nature, etc.). This definition coalesces with sustainable development if we define 'development' as improvement of a country's or a region's situation in terms of these final variables; the major development indicators then lie closer to the general quality-of-life statistics (Milbrath, 1989) than they do to GNP. This way, we do not only reconcile 'sustainability' and 'development' conceptually. In real-world terms, quality-of-life parameters such as the 'human development index' are much more intimately linked than is GNP to sustainability-enhancing phenomena such as low birth rates (Sadik, 1991). Kerala, a 30-million-people state of India, is a real-world combination of low birth rates, high quality of life, low GNP per capita, equity and sustainability that deserves more attention in development debates (Alexander, 1991). Defined this way, development and sustainability are not inherently at odds with each other, and sustainability can be studied without constantly keeping in touch with development implications.

Pearce et al. (1989), based on a survey of 24 literature sources, refer to Sustainability as the *maintenance of the natural resource base of future generations*. The present Annex will be built on this Sustainability notion. One focus will be to explore this concept further: what it is not, why it does not include man-made resources, and so on. The second focus will be on the question of operationalization, especially on the level where most policy decisions are taken. First of all, however, I will explain why I treat sustainability, as the title of this Annex states, as the *foundational* variable, and why this is important.

The deep level of analysis

Problem-oriented environmental science, in my perception, has grown out of a direct involvement in environmental problems, with the emphasis on the plural. The present study is primarily intended to structure, broaden and deepen this work, considering, for instance, the overall framework for interdisciplinary research, the addition of a problems-explaining branch, and the philosophical foundations. But still, the plural remains, that is, a focus on the multitude of problems of, say, aquifer depletion, the decline of the ozone layer, disappearance of forests, toxic waste dumps, desertification, water eutrophication and air pollution, at the local, regional and (sometimes) global level. In the background, problem-oriented environmental scientists have always felt the presence of scientists speaking in singulairs: the environmental crisis, the future of the earth, the root of the problem. To make connections between
the plurality of environmental problems and the singular environmental problem, however, is not easy.

It is the great merit of ecological economics\textsuperscript{137} to be now pouring theory and tools into the gap between the plurality of environmental problems and the singular, fundamental aspects of the environmental crisis. 'Sustainability' is the door through which almost all the ecological economists have come. Sustainability, therefore, is the key opportunity to become acquainted with thinking in more singular, foundational terms, and connect that thinking to policy decisions. I will therefore refrain from trying to operationalize the concept of sustainability by means of 'component reductions', e.g. distinguishing between social, ecological, economic, geographical and cultural sustainability (Sachs, 1989), or focusing on specific entities like forests or irrigation projects (Hoogendam et al., n.d.). Of course, I do not deny that it can be quite sensible to discuss the social sustainability of irrigation projects, but here I will keep up the foundational perspective as long as possible.

Seeking the singular, the deep parameter of sustainability implies that we should keep proper track of the domain of the resulting models or theory. Seeing deep is not the same as seeing everything. In this respect, it appears that three levels of environmental problem analysis may be distinguished:

\begin{itemize}
  \item a 'superficial level' of detailed, 'all-seeing' environmental problem analysis, in which a wide variety of parameters is studied and aggregated, if relevant, into a smaller number (e.g. the final variables)\textsuperscript{138}
  \item an 'intermediate level' of environmental problem analysis, in which parameters are chosen for their relatively foundational character and interpreted that way (e.g. fossil energy use, vegetation structure types, total health risk, claims on agricultural land).\textsuperscript{139}
  \item and a 'deep level' of analysis, in which it is tried to characterize the fundamental processes connected to sustainability.\textsuperscript{140}
\end{itemize}

Costanza et al. (1989) provide an illustration of what happens if one makes a fallacious jump from one level to another. They propose that the ecosystem energy capture (gross primary

\textsuperscript{137} Usually, I refer to environmental specialist sciences as environmental chemistry, law, economics, etc. Here it serves to make a distinction. Environmental economics, roughly, is in many respects a normal environmental specialization, normal science also in the sense of Kuhn, studying cost-benefit analysis, optimal rates of resource depletion, externalities, incentives etc., within the bounds of the neo-classical paradigm. Johansson (1987) is a characteristic product; a general source is the 'Journal of Environmental Economics and Management' (Academic Press). Ecological economics, found in the much younger journal (Elsevier) and book (Columbia University Press) of the same name, is the revolutionary science in Kuhn's sense, based (negatively) on the criticism that neo-classical approaches are fundamentally unfit to deal with the sustainability problem and (positively) on the work of Georgescu-Roegen and others on energy and entropy, the "thermodynamic school" as Victor (1991) calls them. See also Christensen (1989) and Colby (1991) about classical, neoclassical, Keynesian and ecological ('neomalthusian') economics.

\textsuperscript{138} This is typically the level of, for instance, EIA, an instrument expressly designed to make us see everything.

\textsuperscript{139} This is typically the level of regional modelling, e.g., Van den Bergh and Nijkamp (1991).

\textsuperscript{140} Fillet et al. (1987) describe three levels of depth of analysis in energy studies (exergy level, embodied energy level and entropy level); the first one applies to the efficiency of specific thermodynamical systems; the second and third roughly coincide with the 'deep level' above.
production), a typical 'deep level' parameter, to be taken to stand for the "total value" of a wetlands area. Total value, however is the sum of everything, that is, the aggregate of the 'superficial level' parameters. It cannot be said that a wetland has the same total value as a maize field that happens to have the same gross primary production, for the same reason that you cannot be summarized as the energy expenditure of a 150-Watts bulb. The 150 Watts may be a good summary of what your body contributes to the physical non-sustainability of the world, but that then is the 'deep level' of sustainability, not your "total value".

The 150 Watts parameter is a singular parameter and simple to measure. Its difficulty lies not in measuring it but in developing a sound notion of what it stands for. Developing the proper operational parameters, therefore, is primarily an abstract struggle; if the concepts are clear, the parameters will follow. It is on this road that I will continue.

Nature at the deep level of analysis

The intrinsic value of nature is one of the final variables. Logically then, sustainability also comprises the sustainability of nature. This is the general position taken in the present chapter, and also the position of Opschoor and Reijnders (1989) with respect to sustainability more specifically. Obviously then, nature will play a role in intermediate-level sustainability assessments of regions or activities. What happens, however, if we take the 'deep view'? We then abstract from specific natural entities like concrete forests or single species. Does that imply that nature will be abstracted away completely, in the sense that it will be visible only in human-centered, functional aggregates like 'biomass' or 'photosynthesis'? Will the old-growth forests be equated to pine plantations?

One way out here is to separate human survival from the survival of nature. Sustainability analyses will then be completely human-centered, and nature will somehow have to be brought back in later. It is more fruitful, however, to try to keep nature (real nature, nature in its diversity and evolution) inside sustainability analyses, also at the deep, foundational level. This subsection focuses on the question of how we might do so. Current literature supplies several hints on the basic notion that we need for keeping nature inside foundational sustainability analysis. Such a notion can be arrived at sooner, however, by first drawing up an analogue with social systems.

If we take a deep (but empirical) look at the long-term success and longevity of societies and other social systems, the difference between centralized and decentralized systems is one of the first things that strikes the eye. Decentralized cohesiveness has a very concrete long-term survival value; centralized decision-making is good for the army, for temporary repair actions in too chaotic societies or for other short-term purposes.¹⁶¹

A core characteristic of decentralized societies is their seemingly inefficient excess of decision-making bodies, productive units, economic linkages, education, opinions and so on.

¹⁶¹ According to some (e.g. Jeurgens, 1991), the environmental issue justifies centralized action in Dutch society. I agree with this, but in the sense that parliament, speaking for the people, should bypass the Dutch 'middle field' of vested interests and advisory committees, usually a well-working system of decentralized cohesiveness, but unable to really respond to the novel, deep and urgent environmental issue. Parliament then would play the role of the king in medieval societies, i.e., the direct resort of the people, bypassing, keeping in check and sometimes overruling the normal working of the nobility and clergy 'middle field'.
Powers are separated so that decisions have to be made five times over; markets produce a mass of unnecessary goods and unfit firms that fail; artists produce things understood only by other artists; future engineers are taught Greek poems; freedom of speech produces the most mediocre of opinions to be voiced massively. Efficient systems, it seems, would be centralized: a single decision is executed by the best-suited economic unit, people are not taught 'useless' things they do not need for the work they are best suited for, and so on. Yet, these systems fail in the longer run; they are unsustainable because they are inflexible, locked in the efficiency of a single rationality on a single course. In the long run, however, no rationality can be complete, and no course can be preset.

In order to cross over fluently from social systems to the physical-social system that a sustainable earth will be, it serves to formulate more abstractly what that extra survival ingredient of decentralized social systems. Roughly, it is:

- an 'overmeasure' of diversity (of power centres, ways of life, knowledge, etc.)
- an 'overmeasure' of room for the autonomous telos (will to live, will to express) of individual units (businessmen, philosophers, political groupings, artists) to unfold.

For physico-social systems, the overmeasure consists of three components. First, the social 'overmeasures' we just identified. Then, an 'overmeasure' (a stock of alternatives) of people-environment relationship types and views. And thirdly, an 'overmeasure' in the physical subsystem, which would be, on analogue with the social subsystem, an "overmeasure of diversity" and an "overmeasure of room for the telos of individual units to unfold". Upon reflection, these abstract notions are the very same thing as nature, not as generalized biomass, but as the multitude of concrete life forms and ecosystems. Moreover, the two components (diversity and room to unfold) are the equivalents of the two major criteria through which the intrinsic value of nature has been operationalized in Section 4.6.

Concluding, a sustainable earth is not only a system of properly arranged patterns of just-right energy and mass flows. It also needs an overmeasure of diverse and free naturalness. This long-term instrumental value of an ongoing bioevolution coincides with why we value nature intrinsically.

Current literature, as said, supplies clues that may be combined to build up the same image. Several authors, to begin with, emphasize the need to incorporate a notion of flexibility in the sustainability concept. One of them is Page (1991), who mentions the "preservation of options", almost in passing, in a world sustainability context. Van den Bergh and Nijkamp (1991), when briefly discussing the problem of long-term uncertainty in regional modelling, mention the "option value (flexibility value)". Gallopin et al. (1988), largely based on ecological system concepts, emphasize the role of resilience in a system's sustainability; closest to our notion of 'diverse and free naturalness' is their "evolutionary capacity", the loss of which is equated to "the loss of germplasm and of general ecological variability, increased simplification and homogenization of ecosystems due to management and increased ecological stress". Pearce et al. (1989), based on concepts in agro-ecosystems research, discuss "sustainability as resilience" as the capacity to respond to external disturbances, "a feature often lacking in man-made capital". The economist Daly (1991) deserves a quotation of greater length:

"In a finite system subject to the conservation of mass, the more that is brought under economic control, the less remains under the spontaneous control of nature (...) [ The idea of "Managing Planet Earth] implies that it is the planet that is at fault, not human numbers, greed, arrogance, ignorance, stupidity and evil. We need to manage ourselves more than the planet and our self-management should be, in David Orr's words, more
akin to child-proofing a day-care centre than to piloting spaceship earth (...). Our manifest inability to centrally plan economies should inspire more humility among the planetary managers."

The philosopher Jonas (1979) sketches how ethics have always been built upon the image of the human 'polis', set as an enclave in an unscrutinable natural context. Now is the first time in history, Jonas proceeds, that a single human 'polis' encompasses the whole earth. There is no more external wildness to draw upon if the polis fails; nature should be internal in our ethics and models.¹

Now that we have gained some grip on what nature on the foundational level of sustainability models may be, operationalizing its intrinsic value and its 'deep function' as a source for long-term human development is a straightforward matter. Roughly, pollution levels acceptable for human health can be assumed to be also sufficiently low for nature to develop. The only remaining condition, then, is essentially to provide space for the evolution to continue, be it in more or less isolated wilderness reservations or integrated in the interactive landscape. Because space will be the core parameter I propose below for all other elements of foundational sustainability models too, 'nature space' can simply be taken up in them².

Resource substitution

The next issue is the interchangeability (substitution) of natural resources with human resources (machinery, fertilizer, knowhow, etc.), a classic theme in ecological economics. Sustainability has been defined here, as in most other literature, as constancy of natural capital. Obviously, the assumption is that natural resources cannot be substituted with human ones to a degree sufficient to be relevant for sustainability models and discussions.

The assumption of non-substitutionability runs counter to a key axiom in neoclassical resource economics (e.g. Dasgupta and Heal, 1979), in which technological progress is assumed to essentially take care of natural resource exhaustion, provided we invest enough in that progress. In view of the the present-day rates of decline of renewable and non-renewable resources this optimism seems irresponsible, empirically and morally. The arguments of ecological economists (Pearce et al., 1989; Daly, 1991; Victor, 1991; Boulding, 1991; El Sarafy, 1991; Kawaniya, 1987; Mayumi, 1991; De Vries, 1989; Cleveland, 1991) may be summarized in three types:

- There are many functions performed by the environment (Section 4.7) for which substitution at some less than astronomical cost is simply not conceivable. Recreating the ozone layer or taking over the climate-regulating function of oceanic phytoplankton are

¹ Reijnders (1992) is an interesting case in that he draws attention to the "macrofunction of nature", a neglected area of environmenta policy. Stating that "it is necessary to maintain very large quantities of wild nature", he makes a sharp distinction between that nature and the subdued nature of agricultural systems. This runs counter to current practice in sustainability thinking, that focuses on biomass, primary production etc. Reijnders makes the step toward wild, diverse nature not because of my association with flexibility and resilience, but because of its association with Gaia-type functions in global cycles.

² We arrive then at a picture close to Odum's (1971) four landscape compartments, but with "protective environment" in a different and deeper interpretation.
examples. Another is that artificial photosynthesis costs 33 times more energy than it produces.

- Normal technological progress does result in a steady improvement of the energy efficiencies of thermodynamic machines. These improvements are thermodynamically bound to the level of percentages, however, not orders of magnitude. Moreover, due to the steady decline in the abundance of fossil energy, minerals, fisheries, water and topsoil resources, the net energy efficiency of the extraction of these resources is on a steady worldwide decline. The number of barrels of oil that can be extracted from U.S. sources by means of an energy expenditure of one barrel, for instance, is back at the level of the 1920s, and plummeting.

- Substantial substitutions, therefore, can only come from abnormal technological progress, of the fundamental character of, say, cold fusion.

In a vehicle about to crash against a concrete wall, it is not intrinsically wrong to keep up the hope that the wall will go away spontaneously. The major thing to do, however, is to start steering. Empirically and ethically sound sustainability analyses exclude substitutability of the basic natural resources. Underneath, three categories of resources will be regarded as having this basic, unsubstitutable character. They are (1) energy in all its forms, (2) the other functions of the environment as enumerated in Section 4.7, such as soils for food production, and (3) nature, in its foundational aspect treated in the preceding subsection. Within these categories, low thresholds of substitutability are assumed to exist; the walls between the categories, however, we can climb only very partially.

Towards a foundational sustainability analysis

Now that we have laid a basis as to what a foundational notion of sustainability might be, we are ready to operationalize the concept in a more analytical model. The two basic matters to be settled then first concern the scale and the variables of such a model. Below, I treat them in that sequence.

Sustainability models should be applicable not only at the global level. In practice, the units of "maintenance responsibility" (Sawyer, 1986) will lie at lower decision-making levels, e.g. countries, industrial sectors or even single products or activities. This implies that sustainability models should be able to distinguish between the sustainability of the unit of analysis (country etc.) itself and the 'sustainability impact' the unit has on its surroundings. By way of example, consider a country rapidly depleting and exporting its forest reserves. In doing so, it 'exports sustainability' in the sense that it helps the timber-importing countries to keep up their own forest capital (their 'internal sustainability', we might call it), at the same time being unsustainable itself, internally. The reverse example is described by Braat and Steets-kamp (1991), who made an ecological-economic model of a province of the Netherlands. This region, after having mined most its own natural capital (mostly peat and forest) in the 19th century, now imports large quantities of fossil fuels and livestock fodder and exports not only many industrial products and meat, but also substantial emissions of ammonia and...
other pollutants. At the same time, internal resources like groundwater have become polluted far above national and WHO environmental quality levels, and natural qualities have dropped dramatically. The overall picture here (indicative for general developments in industrialized nations) is that the region has kept up its economic growth by importing sustainability from outside (oil, fodder), exporting unsustainability to outside (emissions), internally depleting its depletable resources and polluting the remainder. This example shows that a good sustainability model should not only account for open boundaries (import and export) but also for pollution; pollution should be a sustainability parameter or, better still, should be accounted for in the single, foundational sustainability parameter. As we will see, such accounting is partly performed by way of environmental quality standards.

Obviously, it makes little sense to focus a model on internal sustainability. Rich regions can maintain their own resources by importing oil, timber, etc. from outside and deliver the waste somewhere else. The important variable is the contribution to the total sustainability of the earth by the region, which is the sum of the net (un)sustainability the region exports plus (because the region is also simply a part of the earth system) the region's internal (un)sustainability. And, as said, this contribution should be assessible not only for regions, but also for any other 'world sub-unit' such as economic sectors, firms, products, or the consumption patterns of rich and poor people, through a single 'open boundary calculus'.

All this may sound like a plea to start an immensely complex scientific programme. It is not, really. The 'Life Cycle Assessment' approach for products, for instance (Guinée, 1992) accounts for mineral resources, embodied energy, emissions, space requirements etc. of all stages of the product between mineral mining and product disposal. This is the product's contribution to total-earth sustainability, which only becomes complex, especially in terms of data requirements, if a 'superficial' (all-detail, multi-parameter) assessment is aimed at.

In all ecological-economic, 'deep-level' sustainability models, energy is taken as the basic variable, in one of its parameter forms such as embodied energy, exergy or entropy. This variable is chosen because in the last resort, the earth system is driven by solar energy, directly or in fossil form, incorporated in biotic and abiotic cycles. Energy, therefore, 'captures' much. As we will see later on, for instance, it can account for pollution. Other basic sustainability factors mentioned above, however, lie outside the energy realm. As we saw, this concerns many functions of the environment, out of which the procurement of food and essential minerals are probably the most important here. For all practical purposes, we will continue to need high-quality soils, not only fertilizer or other energy equivalents, to feed the world population. As for the essential minerals, energy can account for the rising

---

165 According to Opschoor and Reijnders (1989), this is an un-attainable goal, because of the massive allocation problems and data requirements. This only holds at the 'superficial' and 'intermediate' levels of sustainability modelling. See for instance Van den Bergh and Nijkamp (1991) for characteristically 'intermediate level' requirements.

166 Or, as Tauchida and Murota (1987) and Murota (1987) put it more fundamentally correct, by the influx of low entropy solar radiation and the outflux of high entropy heat, i.e., net entropy production.

167 For an analysis of the fossil fuel requirements of nuclear energy, see Chapman, 1975.
energy cost of their extraction when they become scarce, but we cannot use energy to create them. And, as we saw too, energy does not capture biodiversity.

How important is it that the energy variable does not capture soils, minerals and biodiversity? The answer is: it is crucial. The fact is, energy does indeed drive everything, but it is not scarce, nor is its expenditure (apart from the pollution that often, but not intrinsically, accompanies it) in any way a threat to sustainability. That fossil energy may be in much more abundant supply than once thought (e.g., Andriese, 1991) is slowly dawning at present. More importantly, the simplest of calculations (Dostrovsky, 1991) show that the solar energy influx, when tapped, for instance, through the 'solar-hydrocycle' with the solar equipment installed in desert regions, can satisfy all the energy needs for a world population much larger than it is now, without using up precious soils needed for agriculture or biodiversity, already with current technologies. For a foundational sustainability analysis, energy is an out-of-focus parameter. (As we will see later, energy can be used as an intermediate variable to work toward what really is important, but that is quite another matter.)

Then, what is important for world sustainability, i.e., fundamentally dangerous or scarce? It does not require much looking around in the literature and in the world to find at least the basic categories, which basically repeat what was stated already above:

- **Pollution**, especially of carbon dioxide, CFKs, heavy metals and other non-degradables, as well as acids and other substances that burden productive ecosystems. Below, pollution will be accounted for through the concepts of "solar space" and "ecospace".

- **Productive ecosystems**, i.e., agro-ecosystems, forests, fishing grounds and so on. Soils are the especially vulnerable factor here. Productive ecosystems are the "renewable resources" emphasized by many policy-oriented, less 'energetic' ecological economists (e.g., Pearce et al., 1989; El Sarafy, 1991; Opschoor and Reijnders, 1989). Below, these resources will be accounted for as "ecospace".

- **Biodiversity**, the ongoing bio-evolution, as discussed in a previous subsection. This will be "nature space", below.

All this, obviously, has outspoken policy consequences. (It shows, for instance, that energy levies may be harmful to sustainability rather than beneficial; they hamper, because they make more expensive, the use of energy for matters that really count, e.g., pollution prevention; the much-needed environmentally relevant shifts in energy-using sectors such as transport and electricity production are best brought about by emission levies only.) Here, however, we will focus on the implications for foundational sustainability modeling. In the next section, we will use the energy measure to model energy matters (there is nothing against these matters, although it is not the key parameter), but we will use energy especially to account for pollution and fertilizer. Partly through energy, partly through environmental

---

168 In the words of Georgescu-Roegen, "matter matters, too" (Judson, 1989).

169 For a far-fetched attempt to include everything in the energy measure, see Scienceman (1987).

170 I here exclude the essential materials and water (important especially in semi-arid regions like the Middle East). Substantively, I do so only on weak, intuitive grounds. Methodologically, I have the better reason not to complicate the analysis here; if the need is felt, they can always be added.

171 Other applications of the principles found here concern, for instance, hydroelectric power and energy out of biomass; they produce something that is not scarce while costing fertile soil and space for biodiversity.
quality standards and partly without intermediate variable, we will work toward the parameter that captures the three key matters of sustainability.

All by the square metre

We will now make the last step towards the examples that will round off the analysis. In order to keep a clear view on the basic principles, I will ignore all matters of detail and quantification. Many of these typically concern pattern variables; in terms of biodiversity, for instance, a hectare of tropical rainforest is quite different from a hectare of tundra; I will keep 'nature space' as an undifferentiated parameter, however. To take another example, it will simply be said that the use of fossil fuels can be sustainably substituted by a certain area of solar power installations, leaving it to others to work out the details of energy transfer efficiencies, the effect of distance from source to demand area, the problem of seasonal variations, the energy embodied in the solar energy equipment itself, the regional variations in solar energy influx, the quality differences (exergy) of the energy types and so on, in short, the design and quantitative aspects of the 'solar-hydrocycle'. The examples of this Annex will be examples of principles.

In a previous subsection, the sustenance of the bioevolution, assuming that pollution can be accounted for elsewhere in the model, has been reduced to a matter of space, in the simple sense of providing square metres of the earth's surface. This space-for-nature can not be translated into energy-for-nature. The other way around works, however; energy requirements can be translated into space requirements. This is because the influx of solar energy, as well as the outflux of latent heat, is a 'surface mechanism'; it is Joules per square meter. Also pollution can be translated into space requirements; we then take, for instance, energy as the intermediate variable - not describing the effects of pollution in energy terms, but describing the energy requirements, and therewith the space requirements to prevent pollution. Also the preservation of renewable resources is, in the last resort, a space requirement. In short, the square meter is the deepest sustainability parameter, the common denominator of the analysis. Underneath, the steps from energy, renewable resources and pollution to space will be explained.

Input of non-renewable energy, directly or embodied in products, can be converted into the space it would take to supply the same amount of energy by means of solar energy equipment, either using some average estimate or a more grounded and differentiated conversion factor, as said above. Let us call this parameter solar space. In the case of energy input, the sign is negative: 'solar space required'. Output of non-renewable energy, directly as coal or oil or embodied in products, is 'solar space provided', analogously.

Inputs of renewable (biotic) resources do not have to be converted into energy first and to space next; fodder inputs, timber, firewood, etc. can be directly expressed in the square meter.

My major inspiration for this comes from Giampietro and Pimentel (1991), who calculate the "embodied space in fossil energy used", by means of equivalences such as 1000 kcal of fossil energy being 0.7 m² year of "biosphere space-time". Slight hints to the same effect can be found in Daly (1991, p.40), Mayumi (1991) and Cleveland (1991, p. 297).
metres of ecosystem, which we may call ecospace, required to produce them sustainably. Either some rough average of net primary and secondary production can be taken, or a more differentiated calculus of different ecosystem types at different latitudes, soil qualities and so on. Either way, fertilizer inputs go into the non-renewable ('solar') account. Output of renewables again has a positive sign; it is ecospace provided for other regions.

The capacities of real-world ecospaces to produce biomass or assimilate waste vary by several orders of magnitude between, say, a semi-desert ecosystem and fertile, well-watered clay soils. Thus, if we say, for instance, that a country imports biomass to the equivalent of 1000 km$^2$ of ecospace, we should know what type of ecospace we refer to. Following Cleveland (1991), square metres of empirical ecospace may be converted in square metres of standard ecospace by means of some production or assimilation standard. We could take, for instance, the crop (kcal/ha.year, or W/m$^2$) that may be harvested, with good agricultural practice, without fertilizer, from relatively fertile land; this figure lies in the order of magnitude of 0.1 W/m$^2$ (Giampietro and Pimentel, 1991). Thus, 20 m$^2$ of land capable of 0.02 W/m$^2$ is equivalent to 4 m$^2$ of standard ecospace. This way, we can also account for the crucial phenomenon of degradation of natural production and assimilation capacities, by acid rain and other pollution (Klaassen and Opschoor, 1991), by overexploitation or by removal of protective vegetation cover. These capacities being in continuous decline all over the world, we can say that in terms of standard ecospace, the Earth is continuously shrinking.

It is very difficult to assess the effects of pollution on the environment in energy terms. Moreover, a sustainable world cannot be a world of environments impacted by pollution; it will have to be a world of pollution prevention. Against this background, pollution may be accounted for in sustainability modelling in two different ways. The first has been suggested by Kümmel (1989) and beautifully exemplified by Kümmel and Schlüssler (1991). Roughly put, they calculate the energy requirement of pollution prevention, i.e. separating and disposing of the pollutant, including the pollution generated by the pollution abatement process itself; also the carbon dioxide production of the burning of fossil fuels can be completely accounted for this way, as shown by Hendriks (1991). Through this ‘energy cost of pollution prevention’, emissions of harmful substances can go into the energy measure and through that be converted into the solar space parameter.

The second way to transform pollution into the square metre dimension is through the concept of environmental capacity, especially the pollution assimilation capacity of the environment. Consider, for instance, the well-known case of discharge of bio-degradable waste or eutrophying substances into a lake. Given the area of the lake and the pollution quantity, we can calculate how much the oxygen level or some other environmental quality parameter will drop. Conversely, we can calculate the lake area needed to sustainably assimilate the pollution without a drop below the relevant environmental quality standard. This is the area of ecospace required by the pollution quantity. All other calculations, e.g. concerning acid emissions and terrestrial ecospace required, are conceptually equivalent.

For any given type of pollution, a choice obviously has to be made whether to account for it through the solar space or through the ecospace route. This choice will often be unproblematic; diffuse pollution of bio-degradables will go into the ecospace, industrial point sources can for the greater part be treated in Kümmel’s energy cost of pollution prevention, with the remainder taken care of by natural assimilation. (Electric cars, therefore, are a major means to transform unpreventable diffuse pollution of non-degradables into preventable ones; the cars themselves do not pollute and the energy used to fill the batteries is generated at a central plant where all pollution can be prevented by spending some more energy.)
Regions may export emissions by way of water and air flows. Doing so, they burden other regions with "solar or ecospace required". Regions also assimilate emissions originating outside their boundaries; if so, they provide ecospace or solar space for elsewhere.

To some extent, ecospace needed for emission assimilation may overlap with ecospace needed for renewable resource (biomass) production or space needed for the ongoing bio-evolution. Organic waste, for instance, may enhance bioproduction, and nature reserves may provide some pollutant assimilation without degrading. Optimizing this phenomenon is of course a basic strategy to arrive at a sustainable relationship between rural and urban/industrial areas; for the sake of simplicity, no overlaps will be assumed in the examples of the following section.

Waste may be dealt with in the same way as pollution. The only difference is in what is left over after the waste has been treated so as no longer pose a chemical threat to environmental quality. This residue, surprisingly, boils down to space to dump it. As Kümmel and Schüssler show, this space may be reduced to zero by applying energy in order to recycle the waste into the economy or send it off to outer space. This energy, however, is equivalent to a lot of space, larger, usually, than the dumping sites. The difficulties here are not conceptual; the example below, therefore, will consider emissions only.

The intrinsic value of nature and the instrumental value of the ongoing bioevolution, as said, simply require space. This nature space is usually of a different type from the ecospace required for renewable resource production: more wilderness than pasture or crop field. Again, there will be some overlap (e.g. seminatural wetlands processing organic waste), but for a basic analysis, nature space and ecospace can be kept apart. Nature space could be converted into "standard nature space" in order to take care of quality differences, e.g. through the number of species per hectare. Because the principle has already been demonstrated with respect to ecospace, nature space will not be standardized in the following section.

A spin-off of the square metre calculus is that we may also account for a matter of growing importance in densely populated areas, the space taken up directly by housing, roads, industry, mining and so on. Urban space, as we could call this non-solar, non-eco and non-nature category (in which we may also include the space required for waste dumping) is the last of the 'space types' required for a foundational analysis. 173

**Square metre modelling**

This final section will concentrate on some examples that are one step towards a quantifying, modelling 'square metre calculus' of sustainability at the foundational level. Although very simplified, they are typically the subroutines that may become combined into real-world...

---

173 Finally, it may be noted that the space types are connected to the functions of the environment discussed in Section 4.7, albeit on a somewhat more foundational level. Urban space is loosely connected to the carrying functions, nature space to habitat, ecospace to processing and joint production functions, and so on. At a more intermediate level of analysis, spaces will prove to be often multifunctional; nature space can also provide for recreation and watershed protection, ecospace for signification and so on.
models of farms, industries, cities, regions or the world. I will confine myself to the examples because they illustrate sufficiently how the preceding subsection’s principles can be handled quantitatively.

The output of the illustration will be in terms like "standard ecospace provided" or "solar space required". With this type of output, we may answer empirical questions (historical, present-day or predictive), of which the leading one is: what does this region (or sector, or any other subunit) contribute to world sustainability? If this question is answerable, all kinds of allied questions may be answered too, e.g.: if we spend more energy in preventing further environmental quality decline in this region, will the external effect be that the environmental qualities of a greater area will be threatened in the longer run? Or: what will be the sustainability contributions of improved technologies or better land use? Or: what should the size of Japan be if it were to sustainably take care itself of all the energy, emissions, forest space, etc. embodied in its imports (with the energy etc. embodied in its exports subtracted)?

Secondly, the output provides for the answering of design questions, which is, roughly, the piecing together, on paper, of sustainable regions, a sustainable world or products and practices which are less a sustainability burden. In this respect, it may be noted that the sustainability norm that is set depends much not only on whether the resources in question are renewable or non-renewable, but also on the boundary of the subunit one takes. A big city, a primarily industrial area or, for that matter, any heterophic organism can never contribute positively (in physical terms) to world sustainability. Cities need nature and rural areas. Hence, it is not intrinsically wrong that the 'real size' of cities or industrialized nations is much greater than their geographical size. Wrongness arises when, as is the usual present-day case, the exchange system as a whole becomes unsustainable, or when the exchange itself becomes parasitic, colonizing.

In order to get a basic feel of the analysis, some simple cases will first be taken. The first one is an area of 100 km\(^2\) of solar energy equipment, provided with a plant for maintenance and renewal. Figure 4C gives the situation and sets some drawing conventions. The double line denotes an arbitrary region the installations are part of, taken to be empty space (US = 0; NS = 0; standard ES = 0) except for the 100 km\(^2\) of empirical solar space ('SS-empirical'). We assume that the maintenance plant does not need any outside inputs except energy and also that emissions arising from the plant's processes are not exported but taken care of following Kümmel’s route, that is, applying energy to prevent them. In the Figure, the plant takes up

---

174 The question could be asked whether output parameters like "net solar space externally required/provided" are in fact empirical or normative. In that respect, we may note that even if we take empirical energy needs, empirical emissions production figures etc. (in past, present or future), for the conversion to square metres following the preceding subsection, the sustainability norm (sustainable environmental quality) is the key. As an example, we may consider the large quantities of cattle feed, imported by the Netherlands, grown in the USA and Thailand. In our analysis, we convert this to ecospace required for the sustainable production of this biomass, not the actual space-in-use for the production, which may be based on soil mining or on fertilizer levels resulting in unacceptable nitrogen levels in the groundwater. Even if some simple average production figure of the ecospace (kg biomass per acre per year, plus solar space embodied in fertilizer) is used to quantify the model, this still should be taken as an estimate of sustainable production. If we do not, the whole model crumbles, conceptually. The concept of sustainability asks for a normative interpretation of reality, and the model should do just that.
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the equivalent of 15 km$^2$ solar space; 60 km$^2$ worth of energy is exported ('solar space provided', SS-prov), and 25 km$^2$ is used internally in the region ('SS-excess', drawn below the region). The space drawn outside the region (left, right and below) is the region's contribution to the sustainability of the world. In this case, the balance is positive (85 km$^2$; 25 km$^2$ excess internally and 60 km$^2$ provided externally), and sustainable.

Next, keeping the analysis in solar space only, we may consider the more difficult case of non-renewable energy exploitation, say, a stretch of desert land out of which 100 km$^2$ of solar space (the equivalent of the yearly oil production) is being pumped up. This case is more difficult because the oil obviously provides sustainability to the world, but is itself not sustainable resource. The upper picture in Figure 4D gives the situation, using the conventions set in the preceding figure. The desert land is supposed to be completely empty; hence, also without solar installations (SS-emp = 0). Exported oil amounts to 85 km$^2$ 'solar space provided' externally (SS-prov). Pumping up the oil and undoing the emissions arising from the process (again assuming Kümmel's method) requires 15 km$^2$ solar space. The empirical solar space being zero, a solar space shortage ('SS shortage') is present of 85 + 15 = 100 km$^2$. This shortage is offset by the oil supply, drawn with a dotted line to

![Diagram showing solar space calculations](image)

**Figure 4C**
An example solar equipment installation of 100 km$^2$. SS is 'solar space'
Figure 4D
An example oil field with a present net oil production equivalent to 85 km² solar space (if the equivalent of 15 km² is also used to prevent all pollution)
indicate its temporality.\textsuperscript{175} The contribution to world sustainability is, again adding up the elements drawn outside the region, $85 - 100 + 100 = 85\text{ km}^2$ of solar space, but temporary.

The lower picture in Figure 4D shows the situation when the oil has become "exhausted", that is, so hard to get or of such low quality that as much energy has to put into the extraction and pollution prevention process as is being pumped up. The contribution to world sustainability has become zero ($0 - 100 + 100$).

A next example considers a product. When we buy a product, we buy embodied fossil energy, embodied emissions, embodied renewable resources and embodied "urban space", that is, the fossil energy that has been used in all mining and transformation processes leading up to the product, the emissions that have taken place during these processes, the timber, cotton and other products inside the products or used in the process of making it and the space used directly by mines, factories, etc. Following the principles of the previous subsection, all this may be aggregated into the basic space categories. Embodied fossil energy goes into solar space (Kümmels route) or ecospace if assimilated; waste generated is treated as emissions, with urban space used up for the remainder; natural resources go to ecospace; urban space remains as it is. All these are 'space required', a negative contribution to sustainability.\textsuperscript{176} When the product is used and disposed of, simply more 'spaces required' are added to the picture. If the product is recycled, this substracts from spaces required, although recycling can never fully balance them, following the second law of thermodynamics.

In product analysis as in any other modelling effort, it should be kept in mind that it is resource \textit{flows} (kg/year, watts, kcal/day, etc.) that are equivalent to solar space and ecospace, not the kilograms, Joules etc. themselves. Hence, I cannot say, for instance, that my watch is equivalent to 1 m$^2$ of solar space. It should be said either that using one watch per year is equivalent to 1 m$^2$ of solar space, or that the watch embodies 1 m$^2\cdot$year of 'solar space-time', analogous to the "biosphere space-time activity" that Giampietro and Pimentel (1991) use for what is 'ecospace-time' here.

A factory, to take another example of the square metre calculus, can be regarded as a unit buying up 'spaces required' in its energy and semimanufactured inputs, requiring more space to assimilate its emissions and embodying all that in the products it makes; the latter are 'spaces provided' to the consumer. In somewhat more detail, an example case may be that for each product per year, the manufacturing processes may be accounted for as:

- fossil energy purchases = solar space required, SS-req = 20 m$^2$

\textsuperscript{175} This matter of temporality may be solved more elegantly by calculating (El Sarafy’s method of Section 4.8, essentially) how much energy is required to build up a solar equipment of 100 km$^2$ during the lifetime of the oil stock, and include that in the picture, which then is without temporary elements (Van der Loo, pers. comm.).

\textsuperscript{176} Agricultural equipment is a product type that starts to contribute to sustainability when it is put to work, but that should be accounted for in a wider analysis of land use systems.
- purchase of renewables = ecospace required, ES-req = 0 m²
- emissions not prevented through spending energy, ES-req = 10 m²
- urban space (the factory itself), US-req = 1 m².

Embodied in the semimanufactured input goods we may find:
- embodied fossil energy, SS-req = 1000 m²
- embodied renewables, ES-req = 50 m²
- embodied emissions, ES-req = 30 m²
- urban space (mining etc.), US-req = 10 m²

The result in the product per year is:
- SS-prov = 20 + 100 = 120 m²
- ES-prov = 6 + 10 + 50 + 30 = 90m²
- US-prov = 1 + 10 = 11 m².

In the 'embodied' calculus, the chain of ever-increasing space requirements runs up to the consumer; a product label might show how much space the consumer buys up and will use up during the product’s lifetime and disposal, given a standard lifetime (products per year). The responsibility of the manufactures is to keep these spaces as low as possible, by purchasing low embodied-space semimanufactured goods and adding as little space requirements as possible. The responsibility of governments is to enhance attitudes and to create incentives, e.g. shifting from income tax to 'sustainability taxes' on consumer products and services, based, for instance, on a square meter calculus (Kümmel and Schüssler, 1991).

‘Nature space’ (the space required to maintain the bioevolution and safeguard nature’s intrinsic values) has not yet figured in the examples. Implicitly, it was assumed that nature was sufficiently protected, so that 'urban space required' was in fact not nature space occupied. Nature space figures prominently in the analysis of regions (of any size), to which we now turn.

Figure 4E shows a region, following the same conventions as in the previous figures. The picture is extremely simplified, focusing on a few key relations only. The upper picture of Figure 4E shows the region as an area of perfectly balanced low-input agriculture, without fossil fuel inputs; a factory (F) transforms 100 km² of solar space into fertilizer, irrigation energy and so on, enhancing the agricultural production with 200 km² of ecospace. All other internal relations have been left out. The other characteristics are as follows.

The region has a geographical area (‘A-emp’) of 2000 km². Of this, there is 100 km² of urban space (‘US-emp’; roads, housing, etc.), 500 km² of nature space (NS-emp), 100 km² of solar space (SS-emp; solar energy installations, hydropower, wind power, etc.) and 1200 km² of ecospace (ES-emp; cropland, grassland, production lakes, etc.). The ecospace, on weighted average, is somewhat below standard quality. The standardized ecospace (stES-emp) is 1000 km², resulting, since we do not standardize the other space types, in the region’s area in sustainability terms (‘A-sust’) of 1000 + 500 + 100 = 1700 km².
Figure 4E

Four points in time in the history or future of a region with a geographical area of 2000 km². Because of the impact of outside pollution and over-exploitation, the area's ecospace is overcharged and shrinks in standard ecospace terms. Later, sustainability is restored at a lower level of production and a higher level of fertilizer cost.
Nature space amounts to 25% of the geographical area. We take all this as a contribution to world sustainability, hence 'NS-prov' = 500 km$^2$ is drawn also below the double line.

From outside, the region is burdened with pollution that takes up 100 km$^2$ of standard ecospace to be assimilated.

All renewable resources produced are exported; this 'ES-prov' is 1100 km$^2$. Thus, there is no ecospace shortage below the double line.

The overall balance is a standard ecospace provided to world sustainability of stES-prov = 1200 km$^2$ and a space for ongoing bioevolution (and the associated benefits) of NS = 500 km$^2$. This, of course, is the basic picture of what balanced rural ('autotrophic') areas, given low-input agriculture, provide to the more urban, industrialized ('heterotrophic') ones\textsuperscript{177}.

The other pictures of Figure 4E paint a future path of the region, arbitrarily chosen but a normal future in the present-day world. In the second picture, the external emission has risen to a space needed for assimilation of 300 km$^2$. Since the region continues to grow and export its 1100 km$^2$ of renewables, an ecospace shortage arises of 200 km$^2$. The ecospace now begins to degrade. In other words, it starts to shrink when we put it in standard ecospace terms. After a while (this is the third picture), the ecospace has declined to stES-emp = 800 km$^2$. In an attempt to keep up production, solar space is expanded to 200 km$^2$, enhancing the ecospace production by an equivalent of 400 km standard ecospace. Yet, the balance remains negative by 200 km$^2$, and the solar space being expanded into nature space, the latter's contribution to world sustainability has now declined as well. The fourth picture shows a later situation. The external emission has returned to 100 km$^2$, the ecospace has declined to a point that fertilizer efficiency has been reduced and only 500 km of standard ecospace is left of it. Yet, because only 600 km$^2$ is now extracted from it, internal sustainability has been restored. The contribution-to-world-sustainability history of this place now is, going down in the Figure:
- a sustainable contribution of stES = 1200 km$^2$ and NS = 500 km$^2$
- an unsustainable contribution of stES = 1200 km$^2$ and NS = 500 km$^2$
- an unsustainable contribution of stES = 1200 km$^2$ and NS = 400 km$^2$
- a sustainable contribution of stES = 700 km$^2$ and NS = 400 km$^2$.

During this process, agricultural outputs (gross income of the region) have almost halved, while the costs of inputs, solar or fossil, have doubled.

Obviously, the examples of this subsection can be combined into the complex regional models required for real-world analyses. Conceptually, however, these would not provide much new. This is the point, therefore, that I leave the topic to the model-makers.

\textsuperscript{177} Many linkages, which I must leave unexplored here, therefore exist with the work of geographers such as Boserup and Wilkinson.
Chapter 5

ACTION-IN-CONTEXT: RESEARCHING THE SOCIAL CAUSES OF ENVIRONMENTAL PROBLEMS
If solutions to environmental problems are to constitute more than symptoms abatement, it is of pivotal importance that there is due insight into the social causes of these problems. In order to gain this explanatory insight, the activities causing the environmental problems have to be ‘contextualized’, that is, linked to the actors carrying out these activities, then to the factors influencing the choices of these actors, then to the actors in their turn influencing these factors, and to the social, political, cultural and economic patterns underlying all of this. Epistemologically, this research has to be guided by social science theory and yet be grounded in the actors’ real-life situations. This chapter explores a way to do so, building up a general structure for explanatory research: action-in-context as part of the Problem-in-Context framework.
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Q. Just what do you do as a social scientist?
A. Oh, many things. Some of us hypothesize and others hypothecate.
Q. And what about the others?
A. There aren’t any others - except, of course, those who analyze the general context of action.
Q. You mean observe how people act?
A. Well, if you want to put it that way. However, we prefer to see behavioral manifestations in their context of acts, either objective or subjective. That allows us to relate them, of course.
Q. What to?
A. Why, to ongoing theoretical developments.
Q. I’m not sure, Mr. Arbuthnot, that I know what you mean by a context.
A. You mean a general context.
Q. Do I?
A. I think so. You see, all contexts are general.
Q. Pardon me.
A. By context we mean culture, or attitudinal atmosphere, or behavioral climate, or the situation mode - in short, just general context.178

5.1 Introduction

In Chapter 3, the problem-in-context framework has been developed as a general structure for problem-oriented, interdisciplinary research. Going from top to bottom in the schema summarizing this framework (Fig. 3J), we can identify the various types of social-scientific research that can make a direct contribution to the environmental science field.

(1) At the top, we have the normative (‘prescriptive’) theories and methods pertaining to the design, evaluation and implementation of solutions. Well-known issues include the participation of target groups (Chapter 6), normative theories of rational choice (e.g. Levi, 1986) and cost-benefit analysis.179

(2) Close to the final variables of material and immaterial human well-being, we find ‘social impact assessments’ (e.g. Freudenburg, 1989) of environmental activities

---


179 As indicated in Chapter 3, there is, sadly, very little focus on theories and methods for the design of social and economic strategies. Compared to the countless sophisticated ways of evaluating plans, it is usually left in the dark how these plans have in fact come into being.
and plans. These may concern landscape quality or livelihood security, for instance.

(3) The analysis of the environmental problem proper is pre-eminently a physical-science activity, but social scientists may assist in *eliciting 'local knowledge'*, from farmers and other inhabitants of a region, about environmental patterns, history, causal chains and associated technical options for solutions (e.g. Brokensha, 1980).

Down at the 'social causes' block of the schema, matters become rather more complicated. Chapter 3 has shown that there are in fact three ways to describe this Problem-in-Context element. At an abstract level, these three ways are conceptually equivalent, but at the lower level of actual research, they give rise to quite different questions and approaches.

First, it has been shown that the problem-in-context framework is recursive, holding its own image inside itself. The 'social causes' block is that 'internal repetition' of the framework as a whole, pertaining not to how the normative observer defines, analyses and reacts to environmental problems, but to how *actors* do so. This leads to social science research type 4. Secondly, the 'social causes' block is conceptually equivalent to people-environment systems, in which the environment is not that to which the normative observer’s environmental problem relates, but the environment connected to the actor’s activities and interpretations; this leads to social science research type 5. And finally, the 'social causes' block is also simply what it says it is (research type 6). Hence, the list of social-scientific research types continues as follows.

(4) *Research concerning the ways in which actors define and deal with environmental problems*, e.g. the environmental attitudes of the public (Nelissen, 1987), the building of the political agenda (Hisschemöller, 1986), the environmental movement (Cramer, 1988) or environmental policy making (Landy et al., 1990).\(^{180}\)

(5) *Research concerning the ways in which societies interact with their general resource base*, e.g. in history (Pfister, 1990) or in the Third World (Johanson and Anderson, 1988).

(6) *Research concerning the question why actors cause environmental problems*; this is the type of research drawn in Figure 3J, the action-in-context way. It is also the subject of the present chapter. By way of reminder of the principles already explored in Chapter 3, the basic idea of action-in-context is as follows:

- to proceed from the problem-relevant actions (or problem-relevant activities; these terms are used interchangeably)
- to identify the decision-making social entities (actors) directly behind these actions
- to study the range of options available to the actors and the motivations attached to these
- to identify the (secondary, tertiary etc.) actors exerting influence on these options and motivations (the 'actor field')

\(^{180}\) Dunlap and Catton (1979) give a review focusing mainly on research types 2 and 4.
and to tie each set of options and motives to underlying cultural and structural factors. Thus, actions are linked to contexts ('micro to macro') in a flexible, 'progressively contextualizing' way. In the present chapter, all the steps will be treated in greater detail. Moreover, some new elements will be added (e.g. guiding principles for choices along the progressively contextualizing route, secondary analysis and actor models).

Spaargaren and Mol (1990), following Spaargaren (1987) and Nelissen (1979), classify social science research concerning the environment along two axes. One of these comprises environmental attitudes, movements and policies (my research type 4). The other pertains to the societal causes and consequences of environmental problems (my research types 6 and 2). Based on U.S. and European sources, Spaargaren and Mol conclude that, regrettably, empirical research is overwhelmingly concentrated along the first axis, while explanation of how environmental problems are caused only receives attention in abstract, empirically poorly grounded macro-theories. The present chapter may go some way to fill this gap. Writing about the Dutch situation, the *eminence grise* of Dutch sociology recently expressed the urgency of this explanatory research type 6 (Van Doorn, 1990):

"Concerning the environmental problem, everybody professes to support vigorous policies. The citizen is well aware by now that it will cost a lot and that government has a very tight budget. What he would like to know, however, is what tough interests and what policy intentions stand in the way and what pressure groups are creating the greatest obstacles by what means".

Leonard (1985), writing about deforestation and desertification in developing countries, asserts that our understanding of these problems themselves (the problem analysis, in problem-in-context terms) is much more advanced than our understanding of the mechanisms that cause them:

"Far more than once was the case with pre-industrial societies (......), scientists working in developing countries have a sophisticated understanding of the various cause-and-effect relationships that exist in the processes of environmental degradation and destruction. Soil scientists know which soils are most vulnerable and can predict with reasonable accuracy the outcomes under varying agricultural techniques (...). Foresters know, by and large, the adverse local conditions to expect if forests are clearcut or subjected to other methods of harvest. Biologists, chemists, or public health officials can assess generally the tolerances of various bodies of water to absorb and degrade pollutants (......).

A key question then is: Why do people take, and governments permit, actions that undermine the productive potential of the natural environment even when the consequences are often quite predictable in advance or, at worst, easily discernable at some intermediate point of time?"

At this point, it is useful to briefly reflect upon the question of why it is that research into the societal causes of environmental problems receives so little attention. Why is
the key question addressed so sporadically? Why does social-scientific empirical research, as found by Spaargaren and Mol, focus on relatively ephemeral phenomena such as citizen attitudes and green parties, and why do theorists remain at the abstract level of macro-theories? Three reasons may apply, one of which pertains to environmental scientists, the other two to their social science counterparts.

Environmental scientists, in my experience, associate research on societal causes with impracticability. The environmental problems these scientists work on (e.g. the lowering of the groundwater table in a region or toxic emissions into a lake) are usually considered much too specific for social science knowledge to be of relevance. Behind the environmental problems, the environmental scientist discerns a multitude of choices and strategies on the part of farmers, boards of directors, interest groups and government agencies, rather than the single-cause explanations of macro-theories ("alienation", "Christian world views", "centre-periphery") or the attitudes of the general public. Of course, most environmental scientists will acknowledge that these general phenomena have something to do with the environmental problem they are working on, but what exactly? How is their specific environmental problem connected to the general phenomena? It is in the realm of such connections that practicable social options for solutions are usually found, not in the general fight against alienation or the general education of the public. Not finding inspiring options for solutions in social science theory and research, environmental scientists tend to cast it aside.\footnote{Most environmental scientists are natural-science trained. This, however, does not seem a convincing reason for their neglect of social science explanation of environmental problems. Practice, at least Dutch practice, shows that if environmental scientists do discern practicable elements in social science explanations, these are used without restraint, for instance, by the biologist Udo de Haes (1987) or the physicist Pulles (1990).}

As to why social scientists themselves neglect research into the social causes of environmental problems, one reason may be more internal to their discipline, while the other may be more external. Starting with the latter, we may note that powerful institutions, groups and people are, by definition, usually the ones who, in the last resort, bear the burden of final responsibility for environmental problems. Government actions, for instance, range across the full scale between active abatement of environmental problems and active involvement in their creation, e.g. through infrastructural works, disruption of local resource management systems, sponsoring of the rat race of ever-intensifying agriculture and fisheries, tax exemptions for private transport, subsidies for deforestation and so on (Repetto, 1988). Empirical research exposing the hidden actors and mechanisms of power (which is, after all, what is entailed by 'social causes') will not be popular in many government and elite circles. Thus, why fund it? It is much better for social scientists to stick to theories too abstract to be dangerous, or to emphasize the niceties of society such as the environmental movement or environmental policies, or, as Spaargaren (1987) puts it, for them to conceptualize the
cause of environmental problems as primarily a problem of values (attitudes) on the part of the general public.\textsuperscript{182}

In terms of social science itself, too, staying away from the social causes of environmental problems also seems a safe course to take. The virtually endless number of articles and books about the environmental movement shows that doing easy-going descriptive work is quite sufficient to get published. Most research into environmental attitudes is quantitative and routinized to such a degree that it could in fact be almost completely automated: draw up a long list of small questions almost the same as last time, select the random sample of respondents, put the questionnaire in the mail, send a reminder, read the responses into the computer, push the button \textquotedblleft Statistics: All\textquotedblright, pick out the significant correlations and compile the draft report. But research into the social mechanisms and reasons behind environmental problems, with its complexities of causes behind causes and actors behind actors, with its intermingling of micro and macro levels and of culture and structure, with its necessarily small samples and qualitative interpretations, its difficulty of finding an honest relationship with actors who may not like what you are after, the type of analysis for which V.J.D. de Groot et al. (1990) even claim there is no scientific method at all - \textit{how to do it}? Overcoming some of these difficulties is the aim of the present chapter.

A few remarks of a more technical nature go to round off this introductory section.

The action-in-context framework to be elaborated in this chapter is the 'blown-up' version of the 'social causes' part of the problem-in-context framework of Chapter 3. By way of introduction, several basic characteristics have already been discussed in that chapter, e.g. the relation to people-environment systems (3.1; 3.7), the emic/etic distinction (3.7), the range of applicability (3.4) and the criteria for framework design (3.1). Concerning the last of these, special care has been taken to maintain the linkages with the environmental problem analysis and with common sense reasoning, so that the framework may be useful not only to professional social scientists, but also to natural-science trained environmental scientists. If social-scientific explanation is rendered systematically accessible to environmental scientists, it is my hope that more substantive interactions between these two disciplinary fields will be stimulated, to the benefit of both.

All this implies, as I will argue more fully later, that keeping a certain distance to specific social science theories is indicated. The full emphasis will be on the epistemological matter of \textit{linking up} the environmental problem explanation to the various social theory fields, avoiding tying the explanation down within a single social science paradigm. This represents an attempt to organize the orchestra of theories to work in concert, so to speak, rather than arrange a solo performance by one of them.

\textsuperscript{182} The textbook review of Nelissen and Kok (1991) treats exactly these things: (1) general theory about the "science/technology/capitalism system", (2) the attitudes and behaviour of the general public and (3) "active society", confined to the nice things that the environmental movement, government, citizens and industry do to alleviate environmental problems.
5.2 First Principle: Actors, Viewed Holistically

Farmers cut trees; farmers make terraces. Governments destroy floodplains; governments protect national parks. Business firms dump their toxic waste at night, and voluntarily develop improved technologies during the day. Environmental problems are made, and solved, by actors. The social science explanation of environmental problems thus consists in explaining why actors act in the problematic way they do. Each and every actor is, in turn, influenced by other actors and by the system characteristics of society. In themselves, however, these system characteristics are inactive; they do not see, decide or implement. Theories of social system characteristics, speaking, for instance, in terms of integrative functions, gross national product, the protestant spirit, bureaucracy or incorporation, relevant though they all may be, cannot be the prime focus of social science explanation. To come to grips with the causes of environmental problems requires that actions, and then actors, be the basic point of departure, focusing first on actors’ interpretations, options and decisions. The next explanatory step is to tie these actors to other actors and to system characteristics (‘micro’ to ‘macro’). This step is usually seen as pivotal in the explanation of environmental problems (Spaargaren, 1987), as well as being one of the major challenges for contemporary social theory in general (Knorr-Cetina and Cicourel, 1981).

Actor-oriented approaches have a broad basis in the social sciences (De Groot, 1988b; Orlove, 1980). Vayda’s (1986) article “Holism and Individualism” gives a polemical overview of the actor-versus-system issue in ecological anthropology, and may serve here to clarify two elements of my treatment of the subject. Discussing the work of Rappaport (1984), Vayda denounces the tendency to ascribe telos (homeostatic goals and capacities) to social systems, ecosystems and people-environment systems. System level characteristics may be causes and effects of individual people’s actions, but only individual people can have adaptive strategies; only individual people can act. With respect to the work of Jochim (1981), Vayda goes into the issue of functionalism, that is, the tendency to explain people’s actions through their consequences, e.g. their ‘survival value’. Actors are themselves functionalists to some extent, of course, in the sense that people usually involve the expected consequences of their actions in their decision-making. However, these are the consequences as envisaged and valued by the actor, which may quite different from those retrospectively seen and theorized.

183 In anthropology, the decline of the ‘systems’ paradigm and rise of the actor-oriented approaches is usually referred to as the shift from structuralism to transactionalism. Thoden van Velzen (1973) has given an elegant critique of the actor-oriented ‘Big Man paradigm’ in political anthropology, which may well be used to identify weak spots in the actor-oriented paradigm as a whole. Several of Thoden van Velzen’s criticisms are implicitly obviated in the action-in-context framework; the two remaining ones will be explicated and discussed at the end of Section 5.6.
upon by the researcher. System level consequences, for instance, may be largely unknown and unintended by the actors. Vayda illustrates this with Rappaport's famous case of the periodical mass slaughter of domestic pigs by a New Guinea tribe. According to Rappaport, these people carry out this slaughter because they know that the carrying capacity of the environment has come under stress due to rising pig numbers. In Vayda's interpretation, the slaughter ceremonies release social stress, built up inside the village, not in the environment. The 'survival value' of the ceremonies is thus not their cause. Just because people happen not to have an environmental problem because they carry out a certain activity, this does not mean that they have followed a "strategy" to "solve" the environmental problem; they may have been solving quite a different problem, or may not have been solving any problem at all.184

With respect to Vayda's argument that only individual people, not social systems have telos, I partly disagree. I do not deny actorship to a certain class of social systems, namely, those that are in fact especially created to be actors, equipped with their own information system, decision-making structures and implementatory devices: village councils, business firms, government agencies and so on (Hindess, 1986). As economists rightly say, the economics of corporate strategies is micro-economy ('actor-economy'), not macro-economy ('systems economy'), even if the corporation has thousands of individual employees and may operate world-wide. I will return to this in Section 5.4.

As illustrated by the title of Vayda's article, actor-oriented approaches are often associated with reductionism. In one sense, namely, by not explaining system level properties directly from other system level properties, actor-oriented approaches are indeed reductionistic, even if one acknowledges the 'actorship' of the larger social entities mentioned above. This is not the complete picture, however. One way to define 'holistic' and 'reductionistic' is in terms of the system level at which one starts the explanation. The other way to define 'holistic' and 'reductionistic' is in terms of the way of looking at the object. Looking the reductionistic way is looking at certain aspects only; looking the holistic way is looking at the object in its wholeness, that is, not viewing the object as a cybernetic machine or as a set of roles, elements, attitudes or rationalities, but keeping inside the epistemological perspective the full array and integratedness of the object's capabilities. To my mind, the ideal actor-oriented approach involves, as a basic point of departure, actors being looked at holistically, i.e. without a preset role focus, ('farmer', 'parent'), model of rationality ('homo economicus') or any other narrowing perspective. Thus, this chapter, although standing firmly in the actor-oriented, 'micro-foundations' tradition (Hechter, 1983), certain-

184 Putting it in problem-in-context terms: the prevention, rise and disappearance of environmental problems, and hence the activities defined as problem-relevant by the normative observer ('ETIC') are not necessarily, or perhaps even usually, causally related to the EMIC motivations, options and environment of the actors. The "environmental policy cycle", in which environmental problems are depicted as being solved only if and because environmental policy acts upon them (De Groot, 1989b; Simonis, 1989) is the naively voluntaristic normative counterpart of Rappaport's and Jochim's empirical functionalism.
ly does not stand in its mainstream of giving an absolute a priori primacy to the homo economicus ('rational choice') model for the explanation of actions. This point will be returned to in the coming sections, to be fully discussed in Section 5.7. There, it will also be shown that, having started out by viewing the actors holistically, we may subsequently choose to take more narrow, reductionistic courses. Here I will give only four arguments for my non-mainstream position, explaining why it is important. The arguments hinge on what I see as the gradual, but fundamental difference between people and all other possible objects of study. They will be epistemological, ethical, practical and empirical, respectively.

High-level systems are usually viewed and studied reductionistically, e.g. focusing on energy flows, money flows, functional units or spatial patterns. It is almost impossible to proceed any other way; who can claim to understand Society, Earth or History as a whole? With respect to people, matters are different, as has will be discussed more extensively in Chapter 7. On the one hand, people are much more complex than any social system (or physical science object): endlessly facetted, hopelessly inconsistent, deeply integrated, reflective, unpredictable, elusive, the self-centered bookkeeper one moment, the magnanimous caretaker the other, independent, but always eager to be praised ........ On the other hand, people offer to the researcher one characteristic that counterbalances this complexity: the simple fact that the researcher himself belongs to the same class of creatures. All of us are endlessly facetted, hopelessly inconsistent and so on, and, exactly by merit of this, epistemologically accessible to one other to a degree that social systems, ecosystems or inanimate things are not.

(1) Epistemologically, then, the heart of the holistic stance is that the researcher puts into action the great holistic research tool he possesses: himself. Thus, we use our own integratedness and full array of capabilities, including those of the heart, in order to understand other people's integratedness and full array of capabilities, and to communicate that understanding. This may take the form of a long and intense project of hermeneutic, 'deep' research (Chapter 7), but it is also the natural and simple way of explaining people in daily life. In understanding and explaining somebody else's action, the basic approach is through the question of what you yourself would have done, if you had been in that frame of mind, with those options, in that position. It is also the unproblematic first step of what we will encounter in the next sections as Vayda's (1983)"rationality principle: to "put yourself in the place of the actors".

Based, upon others, on Popper (1972).

It may be clear, therefore, that terms like holism and wholeness here do not denote 'deep', in the sense that in looking holistically at actors we should always search for the deep self, world views and so on. The "full array" simply means all motivational factors for action, not only those of some theoretical model. For example, Elster's (1989) "social norms" are not deeper than the "rational" reasons he mentions. Yet, including them is a more holistic view. The holistic point of departure is a 'first principle'; "going deeper" (Section 5.6) is optional, to be taken up in a progressively contextualizing route as the research requires.
(2) Ethically, the holistic stance holds definite advantages over reductionistic approaches. Looking at people in their wholeness is looking at people the way we want to be approached ourselves. Subsequently, we are often not averse to being looked at as performing a certain role (a patient, a parent) or acting within the bounds of a certain type of rationality. Why treat other people differently from how we want to be treated ourselves? (Ryan, 1970, p. 121)\(^7\).

(3) At the practical level, as mentioned earlier, in order to overcome the present-day hiatus between environmental and social science, it is important that social science explanation move beyond being merely the esoteric art of social scientists to become communicable and accessible to environmental scientists. In my experience, the best way to chase environmental scientists away from social science is to try to convince them that it should all be done according to the rules of functionalism, or symbolic interactionism, or the broadened behaviourism of quantitative social psychology, or neo-marxism, or neo-classicism, or Chicago schoolism, or whatever. A point of departure close to daily life and common sense is a crucial link-up.

(4) Empirically too, a holistic stance, close to common sense, holds many advantages. Macro-theories and theoretical paradigms ("-isms") are in permanent conflict and internal crisis (e.g. Booth, 1985); actor models are one-sided (Section 5.7); network approaches lead research in often irrelevant directions (Section 5.5). Together, they represent a vast and dynamic body of knowledge. Each of them may in fact be more sophisticated than the actor-in-context framework expounded in this chapter, but each of them is a very dangerous bet if relied upon alone. I have envisaged the actor-in-context framework as being a non-reductionistic, 'non-theoretical' skeleton of unshakable simplicity, a skeleton for appropriate theories to be hooked on, and for actor models and other reduced, paradigmatic ways of looking to be built-in gradually, at the appropriate pace.

As was the case in the previous section, I will round off the present one with a more technical remark. Action-in-context, as the name suggests, approaches social science explanation 'from the inside out'; Vayda's (1983) term is progressive contextualization. Proceeding 'downwards' from the environmental problem analysis (Figure 3J), one specifies the problematic activity, identifies the actors connected to that activity and then ties the actor's choices to other actors and system characteristics. An alternative approach might be 'from the outside in'; context-around-action, one could then say.\(^8\). The reason I have opted for the action-in-context approach is mainly practical. The activities and actors stand at the pivotal position between the environmental problem analysis and the environmental problem explanation, and hence also at the pivotal position between the natural and the social science disciplines. Starting from

---

\(^7\) The ethical argument runs parallel to the fascinating non-authenticity of many social science theory makers, mentioned in Chapter 3: they proclaim models of people as the insatiable, self-centered *homo economicus*, or proclaim that the individual is just "a construct", "compulsively expansive"; this then holds for all people, except, of course, the speaker (Gouldner, 1970).

\(^8\) De Jong (1988) calls these two approaches "anascopic" and "catascopic", respectively.
the pivot and moving outwards thus guarantees environmental relevance and the interdisciplinary link-up. If these two conditions are satisfied some other way, there is nothing against starting the analysis, for instance, somewhere in between, at the 'meso' level. One could, for instance, inventory Repetto's (1988) "perverse incentives" that stimulate forest destruction in a certain country. Then, contextualizing outwards, one might ask what actors are behind this incentive system, what their options and motivations might be, what actors and factors are behind these, and so on. From the same incentive system 'inwards', we may ask how the incentives work as a motivational factor for the actors deciding upon actual forest destruction. One then has to identify the relevant actor categories, their alternative options, and so on. Doing so, one essentially draws up the same action-in-context pattern as would have been drawn up by starting out from the forest destruction activities 'outwards'.
5.3 Guidance And Field Methods

The two basic epistemological characteristics of action-in-context are the explanatory principle of putting yourself in the position of the actor, and the search principle of progressive contextualization, working from the problematic actions outwards (Vayda, 1983). On the contextualizing road, many choices have to be made. Shall we split this action or actor category into two subtypes? Shall we accept this motivational factor as just a factor, or probe farther, trying to identify the actors behind it (Section 5.4)? Shall we spend long hours (we ourselves as well as our research subjects) in order to separate the structural from the cultural elements in this motivational factor (Section 5.5)? In this matter, Vayda (1983) stresses that researchers should rely on their experiential judgement, without the constraints of having to conform to predetermined models or methodologies. By way of auxiliary support for the experiential core, Vayda proposes a "surprise principle" as informal criterion to guide choices along the contextualizing path.

In the present section, I explore these informal criteria a little further, in order to give the action-in-context framework a somewhat stronger methodological footing than Vayda deems necessary. First I treat some principles that should hold for all types of action-in-context research. Then, I focus on some special aspects of applied and more 'free' research, respectively. Finally, some remarks will be made about field methods. By and large, this section is written at a rather technical meta-level. An alternative reading route may be to skip this section, focusing first on Sections 5.4, 5.5 and 5.6, which describe the action-in-context approach itself.

General guiding principles

The first general guide for making choices along the contextualising route is called "discriminatory relevance" by Van de Vail (1987), defined as "the degree to which a variation of the variable results in a change in the [policy] problem". In our case, environmental problem relevance seems the appropriate term, guiding the research towards actors and factors that really make a difference to the environmental problem. To do so properly it is necessary that some physical science assessment of the environmental problem, however rough, is present before the social science explanation is undertaken (cf. Section 3.5). A cyclical research approach constitutes another tool with which to keep the relevance factor under control. A subcategorisation of an actor category that may seem relevant at first sight, for instance, may turn out not to make a significant difference later; then, the subcategories may be re-collapsed into one.

---

189 See, for instance, Menzies (1982) for examples of predetermined schedules of what to ask and what to conclude.
The second general guide is to let the way the research proceeds be steered by the growing insights accumulating during the research itself. Methodologists of qualitative social research (e.g. Maso, 1987) often advise shutting the growing insights off completely from outside theory sources in the first round of a cyclical research approach, bringing in theoretical categories and interrelationships only after taking full account of the actors' own categorisations and interpretive frameworks. 'Grounded theory' is the common name for the result of this strategy. In between the research rounds, decisions are made on re-interpreting existing data, on allowing theories to 'creep into' the research, and on going back to the actors with new questions or even, as in the 'constant comparative method' of Glaser and Strauss (1967), on drawing a new sample from the actor category, stratified according to the evolving insights. Needless to say, the grounded theory approach is preconditional for the 'holistic point of departure' ideal of the preceding section.

Irrespective of how cautiously one makes use of them, theories are of course the third source of guidance in progressive contextualisation. In the early stages of research, theories should be sufficiently broad and vague to put the research on fertile tracks without funnelling it. More specific models naturally come into play at a later stage. As shown in the acid rain example of Section 5.5, for instance, geographic 'location theory' supports the explanation of acid rain emissions.

The fourth general guiding principle is to look for and enhance contrast in the research. One example is to look for actors who appear to be in the same circumstances as those first identified but who do not carry out the problematic activity, or the reverse, actors who seem different but act in the same way. Another example is to try to explain an activity in two more or less opposed ways, e.g. a quantifying way focusing on economic factors and a qualifying way focusing on cultural factors. The 'principle of contrast' is of course relevant for any kind of scientific research, but it has a special value in explanatory research. Explanatory research tries to build up some image of "intelligible connections" (Vayda et al., 1991) between actors, factors, actions, events. Whether this takes the form of a purely quantitative induction or a purely qualitative account or anything in between, all this research easily falls victim to the researcher's and the reader's human capacity to see pattern and find logic almost anywhere. It is good to be able to tell a coherent story as to why somebody does something; it is better to explain also why his neighbor does not do the same.

---

190 In Chapter 3, this has been discussed in terms of the 'emic' and 'etic' research modes.

191 According to its protagonists, the grounded theory approach, because of its closeness to the actors' own reasoning, is crucial for explanatory validity. A well-known criticism of grounded theories is that they are only of limited domain ('local theories'). This does not hold for the cyclical approach of Maso, however. Moreover, it is better to be locally grounded than generally wrong.

192 See, for instance, Bouwer (1990) on "social roll-off mechanisms", "ecological interdependency" and the "science-technology-capitalism system".
thing. It is good to show how economic factors influence divorce rates (Brinton, 1983); it is better to show how cultural factors are also involved.

The 'principle of contrast' may also greatly enhance the relevance of explanatory research for identifying options for solutions; even when they are only a small minority, actors who do things differently may yield crucial insights (or may themselves become crucial) for problem-solving-action.

**Guiding principles for applied research**

Much environmental science research is of the *applied* type, that is, aiming to contribute directly to solving an environmental problem, through environmental policy or some other kind of action by the normative observer.

Van de Vall (1987), based on an extensive review of empirical research concerning the utilization of applied social science research in policy making, concluded that utilization is greater:

- if the research is not quantitative, but of the *qualitative* kind, with a more narrative than tabulated output
- if the research does not use formal theories and deductions from a high level of abstraction, but inductively builds up concrete *local theory*
- if the research is not confined to empirical analysis only, but also includes a policy *design* phase, carried out in close cooperation with the policy makers.

Thus, it appears that the general guideline of following a "grounded theory" cycle has to be given even more emphasis in applied research. Conjecturing an explanation for this, Van de Vall states that although general theories and models may have a claim to universal applicability, they reduce the social world at the same time, focusing on one or a few aspects only. The "unilateral research set-up required by these theories", as Van de Vall puts it, "runs counter to the wholeness of the [environmental] problem". Policy makers are confronted by that wholeness at a concrete level, and tend to keep up the holistic perspective, discarding treatment of the problem in terms of reduced universals.

A second, and well-known, guiding principle for applied research is to focus on the variables able to be manipulated by the policy agency for which the research is being done: the manipulatable variables, 'policy variables' or 'causal manipulanda', as Cook and Campbell (1979) call them. The inventory of Van Gageldonk (1987) shows that policy research authors generally associate these variables with the 'policy instruments' enumerated in Section 5.8 (incentives, public education, regulation and

---

Implicitly, this repeats the holistic 'first principle' of the previous section. See also Vayda (1992): it is better to ask what factors influence a certain action than to ask what factors of a certain class (views on nature, for instance) influence actions.

This argument, we can see, pertains to the second of Van der Vall's three 'ifs'. As for the first, Chapter 7 will elaborate upon the human capacity to respond to and remember qualitative research results (images, metaphors, narratives). The third 'if' points forward to Chapter 6.
(Environmental) policy relevance is the common name of this guiding principle, acting as a special focus within the general problem relevance criterion. In view of the fact that policy relevance is already heavily emphasized in administration science literature (e.g. Ellemers, 1987) and environmental science practice, there is no need to elaborate on its importance here. On the contrary, it is worth saying a few words of warning against too heavy and narrow emphasis.

The policy relevance criterion tends to focus research on the factors and actors manipulatable by the specific agency commissioning the applied research. These are only a subset of the factors and actors causally related to the environmental problem as a whole, and may well be a marginal one. Then, a focus on environmental policy relevance in fact weakens the study’s environmental problem relevance. Specifying the relationship between these two guiding principles a step further, a picture of four concentric sets of variables and actors may be drawn up. The first set is the specific agency’s remit or reach of manipulation. A second, wider set includes the factors and actors able to be influenced by environmental policy in general (all sectors, local to national level). A third, still wider circle contains the factors and actors within the reach of policy fields other than environmental policy, say, transportation, technology development or agriculture. The fourth circle, finally, contains all actors and factors found through the environmental problem relevance criterion, manipulatable or not.

Now, if a study does not only focus on the narrow, ‘direct’ policy relevance of the first set but also pays attention the the second, the study may identify measures to be undertaken by environmental policy sectors and levels other than the commissioning agency. If the third set is included, too, causes and possible solutions related to non-environmental policy agencies and their policy repertoire also come into view. Contributions to solutions identifiable here, e.g. abolishment of problem-causing subsidies or the redirection of agricultural research, may in fact be far more cost-effective than working within a sectoral environmental policy framework. Moreover, maintaining the full environmental problem relevance as a guiding principle (the fourth circle) may point to new policy sectors or instruments yet to be developed, which may in some cases be more urgent than anything else.

It is part of the professional responsibility of environmental scientists and practitioners to keep an open view of which boundary to choose, independent of the incidental policy setting one finds oneself in. As Popper (1957) has explained, there is much to say for the ‘piecemeal engineering’ that goes with a relatively narrow policy relevance focus. If the focus is too narrow, however, the pieces become so small that engineering becomes an endless, shallow tinkering by fragmented policy units.

---

195 Van de Vall (1987) says it tends to focus research on what is manipulatable in the short term, and adds that “the media confront us daily with concrete policy measures that a few years ago would not even have been tolerated as a noncommittal policy advice”.

196 Analogous arguments hold, of course, for work in the 'design' section of the problem-in-context framework, e.g. concerning the range of alternatives to be included in EIA (Wathern, 1988: 24,204).
Guiding principles for 'pure' research

We have now identified four general guiding principles and two points of special attention for applied research. Next, the points of special attention of relatively 'pure', theory-building research will be briefly touched upon.

First, of course, it is important to establish a more intensive intertrade with theory. This is not to say that we should drop the non-theoretical, 'grounded' approach of the first research round, but that we should be more alert to opportunities for improving or falsifying current theories and methods in the second and later rounds. We may, for instance, compare the present situation with predictions made twenty years ago, or try to interpret a pattern in terms of the centre-periphery theory, or follow two methods in parallel in order to compare their workability and results. As a general rule, more tension should be worked into the research: tension between common sense and theory, tension between people's actual choices and those called 'rational' by theoretical choice models, tension between theories and methods, tension between emic and etic interpretations, and so on. Policy makers are (rightly) interested primarily in more or less middle-of-the-road interpretations of data; tension, however, is what science grows on.

As mentioned, Vayda (1983) emphasizes the surprise principle as a guide to where researchers should focus their attention after the first research round in the 'grounded' strategy. Quoting Hill (1970), Vayda says that progressively contextualizing routes need not and should not be planned in advance:

"For myself I depend very much on my naive feelings of surprise - holding that the most surprising "events" are most worth to pursue. To do research is to search anew for ideas one missed last time when formulating the packet of conscious, pre-conscious and unconscious assumptions one carries to the field".

Vayda also connects the surprise principle to the assumptions that policy makers carry to the field; the principle, therefore, also plays a role in applied types of research. Its natural stronghold is in more science-oriented research, however. Policy makers tend (rightly) to be interested primarily in the most problem-relevant data; on the other hand, surprises are (rightly) the data that get published.

Field methods: the qualitative point of departure; biases; informants

The action-in-context framework may be used to systematize existing knowledge and identify gaps. In its simplest form, you then simply sit at your desk, using the framework to organize and probe your own knowledge. Another way to fill the action-in-context schedule is with secondary and tertiary data only, through a mixture of literature reviews and sessions with experts. Gathering primary data in the field will often be necessary for the simple reason that existing knowledge is not detailed enough, and in other cases will be desirable for higher scientific reasons (theory testing, methodological progress etc.). Rounding off the present section, let me make
a few remarks concerning methods for this field research, to supplement what has already been said in the 'guidance' part of the section. I will of course not attempt a systematic review here, confining myself to a few matters of relevance to action-in-context explanations. First, let me make a few remarks about the qualitative approach in general, and then discuss some more specific field techniques.

Clearly, qualitative methodologies hold a place of primacy as a point of departure in action-in-context research, because they allow one to listen to actors or other data sources without imprinting preset categories upon them. In this methodological field, one should search especially for the relatively moderate sources, such as Maso and Glaser & Strauss, already mentioned. 'Advanced' approaches like linguistic analysis (Silverman, 1985) and ethnomethodology (Garfinkel, 1967) may be inspiring when one wants to uncover deeply hidden structures of actors' reasoning and practices, but they will usually be too far removed from practical action-in-context analysis.

A primacy of qualitative approaches does not of course rule out the use of numbers. As a rule, there are no objections to quantifying what the actors themselves quantify in support of their decision making. Since hardly any actor applies multiple regression formulae or quantifies things that do not express themselves in easily countable ways, 'grounded' ('emic') quantification usually amounts to simple calculations involving easily quantifiable phenomena, such as market prices, crop production, expected fines for non-compliance of environmental regulations, travel times, hours involved in gathering the daily firewood, and so on. For instance, in order to understand the difficulty poor shifting cultivators in the tropical rainforest have in crossing over from wild rice to agroforestry crops, it may be calculated what the expected incomes will be in the lean years when the growing trees have begun to overshadow the rice but do not yet yield (e.g. Conway 1988). Proceeding as the actors themselves do, such a calculation ignores discount rates, shadow prices and other quantifications of formal cost-benefit analysis. The latter type of factors may be accounted for more qualitatively, together with all other unquantified or semi-quantified considerations the farmers bring to bear on the decision. Such considerations may include the status aspect, the division of benefits between men and women, the wish to show a honourable face to officials, the responsibility to leave a sustainable livelihood to the children, the idea that the community as a whole may use the agroforestry to undermine the legitimacy of the forest department trying to evict them from their illegal settlement (Sajise, 1987) and so on.

In later phases of research, when a sufficiently grounded understanding of the actors' perspectives has been gained, consideration may also be given to quantifying decision making in ways the actors themselves do not. Staying for a while in the tropical rain forest, Boster (1984), as an example, reports on the possible reasons why Aguaruna tribeswomen maintain more than 100 manioc varieties on their shifting cultivation fields. Going through the fields and discussing the pros and cons of each variety one by one, it showed that the women had fairly clear-cut reasons for growing the few varieties that took up the majority of the field area, but that "both the actors and the researcher", as Boster puts it, "ran out of distinct reasons" for the large number of minor varieties; "the informants shrug or say the variety is pretty". Then,
Boster made up a list of 30 attributes relevant to manioc variety choice, inventoried the full 3,000 yes/no scores on whether a variety displayed the attribute or not and then put it all in a cluster analysis and a multiple linear regression analysis, showing that the total variance is indeed explained by only the top few varieties; the rest shows no pattern. Boster concludes that the actors do not only have a variety-by-variety type of reasoning, but also maintain diversity as such, "for its own sake". Boster does not report explicitly whether he has 're-grounded' this conclusion by discussing it with the actors themselves, but he reports that "older women in particular take pride in their knowledge and ownership of a range of different varieties of manioc, and they serve as distributors of the rarer varieties to younger women".

At this point, we may note that Boster has focused on the actors’ options (the varieties), the choice-relevant attributes of the varieties (the motivations) and actual planting behaviour (the activity), three central action-in-context concepts. Taken as a whole, the action-in-context framework prescribes fairly specifically what data one should be after in the field and how to relate these data to one other (e.g. Figure 5D). The action-in-context framework does not have a specific set of techniques as to how exactly one should go about gathering the prescribed data in the field.

---

197 For instance, the schema has no "attitudes" as a variable supposed to determine "behaviour", as does the model of Fishbein and Ajzen (1979), the standard model for environmentally-oriented social psychology research. It relates options and motivations directly to actual activities. Thus, people do not show 'inconsistent' behaviour in the trivial way artefactually generated by the Fishbein/Ajzen model, i.e. because people do not comply to an invalid explanatory model. If you ask me my attitude toward smoking, I will tell you it is negative. Yet, I smoke. Hence, I am 'inconsistent', and attitude-focused research can go no further. If you want to understand why I smoke, however, observe when I do it and ask why I actually smoke. Maybe the answer will be that the physiological advantages of smoking predominate. Maybe it is my way of expressing a Freudian death wish. In any case, you will get much more explanatory information than from my attitude.

198 As a second example, the action-in-context framework de-emphasizes going into the 'choice model' of the actor in detail right from the start, relying primarily on common sense and the principle of 'putting yourself in the place of the actor'. Instead, it emphasizes detail and certainty in the inventory of options and motivations, because it is through these that linkages to secondary actors and macro-structure are identified.

199 Thirdly, action-in-context emphasizes not getting stuck on the primary actors (the actors found first behind the activity); secondary and further actors behind the primary ones may in fact hold more real (and hence also more explanatory) power over the activity in question.

200 In teaching action-in-context, special care, in my experience, should be taken at this point. On the one hand, there is nothing against students internalizing the framework to the degree that they start dreaming about it. On the other hand, the risk should be avoided that certain conceptual sequences (first options, then motivations; first problematic actions, then primary actors; first primary actors, then secondary actors, etc.) begin to function as strict field research sequences, as if it were only allowed to search for motivations after everything is known about options, or as if it were only allowed to see secondary actors after everything is known about the primary ones.

Analogous considerations apply to the language; terms that are pivotal for learning action-in-context and explaining to other scientists what one is doing may be inappropriate for the field.
cally, the existing literature can be relied upon here, however. Thus, I will only briefly touch upon a few field techniques, summarizing some points that may be of special relevance for action-in-context work.

In any explanatory social science research, answering the why-question concerning activities is what one is after. Probably, no other question is more prone to the bias of actors modeling their answers to what they think the researcher likes to hear, or hiding their real reasons for fear of what might be done with the information. This holds especially if why-questions are put to actors directly, asking for first-person explanations. The penetrating character of repeated why and why-don't-you questions may easily arouse irritation, ridicule and 'wild' answers (Maso, 1984). Another important source of bias is that actors will want to show they are competent members of their community; thus, they may model their answer strongly by what they think is socially expected from them (Mills, 1940). Women may stress their responsibilities of care, men may give macho reasons in an all-male group setting, and probably the most widespread bias of all is to model the reasons one gives for one's actions on the template of rationality in the Western world view: the cost-benefit calculus of the isolated homo economicus (Goodin, 1981).

There are several ways out of this bias risk. The most basic is the one formally prescribed by the action-in-context framework itself: de-emphasize the direct why-questions and emphasize the much more neutral inventory of the actor's options and the pros and cons of each of them. As an element of support for the explanatory principle of 'putting yourself in the place of the actors', the why-question then still retains relevance, but much of the bias-generating tension is removed.

A second strategy is participation in the daily life (or office life, or laboratory life, as in Knorr-Cetina, 1984) of actors. The advantages are that (a) it removes distrust, misunderstanding and other sources of bias, (b) it creates much more time and informal situations in which to ask questions and (c) especially if participation includes the actions under study themselves (tree cutting, commuting, negotiating over regulations), participation provides for a deepened context of understanding.

Thirdly, projective methods (e.g. Ligett, 1983) are an option for offsetting the bias risk of why-questions. Projective methods change the interview situation from a researcher concentrating on an actor into a situation in which the two of them together concentrate on a third party, discussing, while focusing on a picture of tree cutting, for instance, what the people in the picture are doing, why they might be doing it, whether the actor would do it differently, and so on. This moves the discussion away from the specific situation the actor is in and thus elicits more generalized information (the actor himself or herself moves to a 'theory level'). It also allows for easier discussion about action and choice variants, for expression of reasons the actor might not otherwise wish to admit to him or herself, and for smiles about other people's illogicalities which the actor, naturally, is free of. The other people's action to be

application of problem-in-context in rural Mexico, for instance, Gastelum (1992), a native speaker, encountered many obstacles with respect to the term 'problem'. No Mexican farmer finds it appropriate to admit that he or she has "problemas". But "batallas" (struggles), oh yes, batallas we have so many...
discussed may of course also be packaged as a story, a video or, less preferably because of its more abstract character, a 'hypothetical case'.

Finally, the role of informants (village leaders, 'community gatekeepers', NGO spokespeople, local government officials etc.) must be mentioned. It is often thought that informants are indispensable in the early field research phase. In that same phase, however, the research is very vulnerable to getting trapped in the conceptions and suggestions (honest or otherwise) of informants. The alternative is to simply follow the action-in-context recipe rigidly, i.e. (1) defining the problematic or otherwise explanation-worthy activities, (2) finding out who does these activities, (3) finding out, partly through these people, who are the decision-making primary actors, (4) investigating their options and motivations, and so on.

In many instances, it may not yet be sufficiently clear what the relevant activities are, because the problem analysis is still too vague, for instance, or because we want to know more about the actors' own problem perceptions. Then, a preliminary assessment may take place, preferably not through some traditional survey, but using participatory approaches such as LEARN (Njiforti et al., 1991), 'Participatory Environmental Mapping' (Mascarenhas et al., 1991) or 'Agro-Ecosystem Analysis' (Conway, 1986). All three are designed to include environmental problems, not only social structure or the environment itself. All three are also designed especially for rural Third World situations, but their basic principles are transferable to other field work.

In my experience, maybe the greatest difficulty in applying the action-in-context framework in the field is the fact that it sometimes runs counter to how social scientists have been trained. Roughly, they are focused on people and social groupings, not problems, problematic actions and actors. Imagine, for instance, a social scientist aiming to do problem-explanatory research while living in a village of pioneer shifting cultivators. The first tendency then is to sample the people: who lives here, what types of people may be distinguished, etc. This is the wrong starting point. The first thing to do is to sample problematic actions, e.g. the types of shifting cultivation fields; this typology should be problem-oriented, focusing, for instance, on the fields' erosion characteristics. Then, the relevant actors can come into view; some may prove to live in the village, and others may not. In fact, where they live is is only important insofar as it proves to be an explanatory factor connected to their options and motivations with respect to the problematic activity.

A second tendency is to give an a priori primacy to what the actors themselves define as problems; this is also a wrong starting point. The normative observer, when speaking in the name of future generations, nature or supra-local interests, has every normative right to also define what is problematic, and whether to adopt the actors' value perspective or the normative 'outsider perspective' given in the final variables of environmental science is an open ethical and practical question, cf. Section 3.4. (As stated earlier, what the actors find problematic or not has explanatory primacy, but that is a different matter.)
5.4 The Core: Actions, Actors, Options, Motivations

In this and the next two sections, the full actor-in-context schema will be established in a more comprehensive form than that given in Chapter 3. As a reminder, the schema in its simplest form is shown in Figure 5A. Compared to the figure in Chapter 3, some terms and feedbacks have been left out. One element has been added, namely, the dotted circle inside the 'actor' block, depicting the actor's mode of processing his options and motivations into a decision for action. This is where you put yourself if you follow the principle of putting yourself in the actor's place; the element may be replaced, if necessary and feasible, by a more formal 'actor model' in subsequent research cycles (Section 5.7). The 'effect' in the figure may be the beginning of the effect chain in the environmental problem, as in Figure 3J. Then, the actor is a primary actor. The effect may also be an influence on options and motivations of another actor. Then, the actor is a higher-order actor in the actor field. This section focuses on the four core concepts in Figure 5A; the next section goes into the discovery of the actor field by repeated application of the core concepts; the subsequent section structurizes the as yet amorphous connection to 'culture and structure'.

Actions

The concept of 'actions' requires only a little technical elaboration here, partly summarizing from Chapter 3.

The general definition of action is intentional behaviour. Phrased somewhat more specifically, an action is a behavioural unit about which an actor has made a decision. Actions usually have many subcomponents; the criterion for being counted as a single behavioural unit is only that the actor regards the subcomponents as sufficiently interconnected to be treated in a single decision-making thought or negotiation process. Hence, actions may be very restricted units (shall I spray pesticides today?) or much more complex (shall we give up farming?), or anything in between (which crops shall we sow this year?). In any case, what the actors think and talk about is an (informal) design. "Crop X", for instance, may stand for the whole sequence of buying seeds, ploughing, planting, weeding and so on.

The term 'decision' is used here in a loose sense. Some kind and degree of normative reasoning has to underlie an action, but this need not be fully reflective, systematic or formal.\(^{201}\)

\(^{201}\) Hence, not each and every unit of environmentally relevant behaviour is an action, accessible to explanation through the action-in-context framework. Some units may never have been reflected upon.
In environmental science, the term 'activity' is often used instead of 'action'. 'Action' is then associated with more singular events, and 'activity' with more regular or generalized categories of action (say, the activity of commuting). Often, environmental science is more interested in categories of action than in the singular events (say, why this actor commutes today). Studying the broader categories may of course entail using different research techniques from those used in studying singular actions (e.g. more subdividing, categorizing, statistics), but the action-in-context framework holds for both action types.

Action-in-context is applicable to any type of action, including, for instance, actions which only indirectly influence the environment (say, the implementation of an
incentive system to stimulate in-plant waste recycling). As already mentioned, however, it is advisable to start the analysis with actions involving direct, physical interaction with the environment, after sufficient physical-science and normative knowledge has been gathered about the environmental problem itself. (In the Problem-in-Context Figure 3J, one then arrives at the environmentally relevant action from the top downwards.) Only thus can proper link-up with the physical sciences and pinpointing of the most problem-relevant actions be ensured.

The concept of action, and thus the range of applicability of the action-in-context framework, may be further substantiated as follows.

- Actions may be historical, actual or future (planned, proposed, considered).
- The manufacture, use and disposal of products can also be treated as actions. The same holds for services; skiing holidays are also behavioural units with environmental consequences, actors, options etc.
- Also deliberate 'non-action' is action, e.g. deliberate non-maintenance of an irrigation system, deliberate non-compliance with an environmental regulation, or a deliberate non-decision. Even if things take their course without actors knowing that they do, an actor will usually be involved; the process will usually be found to be the unintended consequence of actions.

Actions often have to be decomposed in order to open them up properly to action-in-context explanations. This is illustrated by the following three examples.

- Often, action categories consist of subcategories working more or less additionally, but subject to different social mechanisms (different actors, different motivations etc.). The category 'tree removal' may, for instance, be subdivided into 'large-scale logging', 'small-scale logging', 'removal for traditional shifting agriculture', 'removal for sugar cane plantations' and so on. (Note that these action categories do not necessarily coincide with actor categories.)
- In other cases, actions are nested inside one other. For instance, a decision to spray a certain pesticide is nested within a 'larger' decision to plant the crop that needs this type of pesticide. In such cases, either the crop or the pesticide may be investigated as the focus of relevant action, or both, depending on the research and policy context (see the previous section) and on what the actor himself or herself distinguishes as a decision-making unit.
- In other cases, it may be relevant to conceptualize and separate the action in the form of a multiplication, i.e. a number of actors multiplied by the intensity of the activity per actor (e.g. the intensity of cattle herding = the number of cattlemen multiplied by the number of cows per cattleman). Obviously, the analysis of these two types of actions may lead in very different but equally relevant directions. In the example, the first route of analysis leads to cattle-herding strategies, 'commons' problems and so on. The second leads to migration decisions, family size decisions and so on. As already mentioned in Chapter 6, the multiplication concept here provides the major connection between environmental and population policies. Usually, defining the most relevant action category and the most appropriate subdivisions will require careful thought, but it will also be a fairly straightforward
matter. In a cyclical research process, categorizations may be lumped together or refined as insights develop.

**Actors**

As has been explained already, *actors* are not simply "people", but all social entities that act, individually or as a collective ("corporate", "institutional"). Stated formally, *social entities are actors with respect to a certain action (activity) if they exercise a significant decision-making capacity with respect to that action (activity).*

What is 'significant' depends of course largely on the research objective. In most deforestation studies, for instance, it will not be significant which precise tree is cut on which day. In such cases, therefore, the forest labourers and foremen will not usually be relevant actors; significant decision-making capacity lies at some higher level, at the timber corporation's headquarters, for instance. Alternatively, however, the labourers and foremen may transpire to be illegally cutting and selling a significant number of small trees on their own initiative; then, of course, they are also actors in the deforestation process. The definition of 'actors' also shows that secondary actors may be found behind the primary ones. Behind the timber company, a licensing government agency may exert a significant influence on the deforestation. And behind that actor, World Bank policies may be found to exert a significant influence as well. This is the actor field of the next section.

The 'first principle' stated in Section 5.2 asserts that actors, especially if they are individual people, should be viewed as holistic entities. With respect to a certain activity, this holistic entity is then seen as focusing on a certain objective, i.e. what the activity is considered (by the actor) to be good for. It is in terms of that objective that alternative options and their respective pros and cons are defined.

If commuting is the action under consideration, for instance, the actor may be assumed to be focusing on a "going to work" objective. Implicitly, we then assume that, no matter how car-addicted the actor may be, he may at least have considered other transport options. Also, narrowing the objective to "going to work by private car" would obviously decrease the study's policy relevance. In other instances, however, a common-sense definition of the actor's objective may lead us astray. With respect to African farmers, Reardon and Islam (1990), for instance, show that environmental development projects have failed because the farmers are assumed to consider farming options only. African 'farmers', Reardon and Islam state, are in fact people who happen to be farming in order to make a living, but who may switch over to any other activity (rural trade, informal urban work) when circumstances change. Thus "making a living" is the proper objective to ascribe to the actor, even when one is seeking to explain some farming activity. In practice, the surest way to avoid this type of mistake is to ascribe to the actor as few as possible, but to start out by listening and observing very carefully, with as few theoretical pre-conceptions as possible, as the guiding principle of grounded research prescribes.
Identifying the parties having significant decision-making capacity over an activity is sometimes a much more slippery exercise than in the two examples above (the timber corporation and the commuter). By way of illustration, I take you to a situation that might well have been part of the Sukhomajri example of Section 3.3, identifying the actors connected to the goats on the watershed slopes. It is South Africa around 1950, however, as reported by Holleman (1986).

"Sitting with our backs against the rough poles of the circular cattle corral, we were sharing, together with five or six other homestead heads, a large pot of beer which he had ordered one of his wives to place before me as a token of welcome. A few yards away, a couple of youngsters were struggling to force a reluctant she-goat into the goat’s pen, kicking up a lot of dust. The headman shouted to a young woman that her goat was spoiling our beer. She hastened to help put the animal inside. He explained that she was his younger brother’s wife, mother of one small son, hard-working, and good at making clay-pots, too. In fact, that was how she got this goat. I asked a few questions. It appeared that she sold or bartered her pots in the neighbourhood. She raised some chickens, too, which she sold at the small district centre of Nongoma. When she had earned eight shillings she bought a young she-goat, now grown and about to have kids ... It was not an uncommon form of enterprise, for several other women in the neighbourhood were doing likewise. Here was an obvious opportunity for discussing property rights of married women with a panel of knowledgeable men. The following are some extracts from my field notes:

Q: "The goat therefore belongs to her?"
A: "It belongs to her, for she made the pots and found the money".
Q: "Her husband approves?"
A: "He approves; he loves her for she is a good wife."....
Q: "She can sell the goat if she wants to?"
A: "She can sell the goat."
Q: "Without telling her husband?"
A: "She will first ask her husband."
Q: "And if he says 'No'?"
A: "Then she cannot sell."
Q: "But why not? You said it is her goat because she earned it herself."
A: "It is her goat, but she is [like] the child of her husband. That is why she cannot sell without asking him."
Q: "Does this mean that the goat really belongs to the husband?"
A: "So it is. The husband is the umnini (owner) of the woman, the woman is the umnini of the goat, therefore it is really the husband who is the umnini of the goat ... It is because he agrees to her making pots that she found the money to buy the goat. So it is really through his amandla (power, authority) that she has this goat."
Q: "If he is the real owner, could he sell the goat?"
A: "He could sell it if he wants to."
A: "Without asking his wife?"
A: "She is his child, he need not ask her."
Q: "So this is the true law of the Zulu, that a husband is the owner of property (impahla) like a goat which his wife has earned with her own labour, and that he can sell this property without asking her?"
A: (with some solemnity, all men present nodding in agreement) "Impela! Umthetho wesizulu!" (Indeed, the law of the Zulu!)

Methodologically, I had now travelled some way along the "descriptive" road to what appeared to be practice, and followed the "ideological" line which produced a "legal rule". Now the test.

Q: "Could you tell me about any examples of this having happened?"
A: "Of a man selling his wife's property without consulting her? Ngeke (never)! He would be like a rogue stealing from his wife."
Q: "But you all agreed that he could do so under Zulu law (ngomthetho wesizulu ...)."

The headman thoughtfully took a pinch of snuff before he replied. "You do not understand," he explained patiently. "You asked about the law of the Zulu and we told you the truth. But it is also like this, that a man who likes to live peacefully with his wife knows that he should always discuss such matters with her. U zau khuluma nendlu* (lit. one should talk with one's 'house')."

Then, Holleman proceeds by describing a case of dispute resolution by the village elders, the forum of appeal if 'talking with one's house' does not result in a peaceful resolution.

Here, ownership (hence, actorship) has first been found to be associated with the women, then with the men, and finally with them together, under customary rules of reasonableness, guarded by the elders. If a drastic reduction of the number of goats is an option in the research, as was the case in Sukhomajri, the households and the village elders are probably the proper choice of actors. On the other hand, for questions about where the goats are grazing or about any initiative to gradually increase the number of goats, the women seem to be the right choice. Again, going the grounded way is the best research strategy; who is the correct actor with respect to what is best decided in the field, by careful and open-minded observations and questions, as Holleman exemplifies.

If Holleman, right after entering the village on his first day of research, had asked "Who decides about the goats?" only the men would have lined up. Generally, if one 'blindly' asks who decides about something, men always line up. This brings us to the question of gender, an issue permeating social science research from the simplest field interaction through to interpretation of national statistics (Boesveld et al., 1986). In this chapter, I focus on gender at two points, with reference first to the very practical matter of actor identification, and second to the deep but no less penetrating

---

3 Or "Who are the farmers?" as Gay (1983) proposes as a general point of departure of Third World village research.
question of what objectives and world view one ascribes to or 'interprets into' the actor, in Section 5.7.

Male domination runs through every vein of society. If you want to quantify it, listen to male-female conversations and compare how many times you hear men interrupting women, and women interrupting men (Schwartz and Jacobs, p. 88). Because of the accumulation of 'little mechanisms' like these, research, even if intended to be gender-neutral, easily deviates into gender-biased directions if neutrality is not actively guarded. Surveys and data interpretations working with 'neutral' a priori research units like 'households', 'farming systems' or random 'respondents' thus tend to overlook women's domains, women's views, women's tasks and the position of women as environmental problem causers (actors), problem victims and problem solvers.\(^{203}\)

The action-in-context framework counterbalances gender-bias risks by prescribing identification of the relevant actions first, only then focusing on the data suppliers, defined as the actors with respect to these actions. Thus, this home garden, this commuting, these goats, these products: who does it, who works it, who owns it? This is basically the same strategy as followed with respect to the informants in the previous section. Thus, the actions-first prescription, designed originally to ensure interdisciplinarity and problem relevance, also stands the researcher in good stead in the gender and informants issues. Concerning many other practical gender aspects, Eichler (1978) is a useful source covering both Western and Third World situations.

**Options and motivations**

We now arrive at the third and fourth concepts of the action-in-context core, options and motivations. The two are well-distinguished conceptually, but usually come in mixed pairs, e.g. when actors say:
- "This manioc variety [option] is good for beer making [motivation]."
- "I go by car [option] because it gives more freedom [motivation]."
- "A real leader just doesn't do [motivation] a thing like that [option]."
- "Why should we comply [option] to this environmental regulation? It doesn't even solve the environmental problem!" [motivation]

The third and fourth examples indicate that with respect to options not likely to be chosen, it is often a more or less arbitrary matter whether the option is included in the

\(^{203}\) In field research, gender-explicit sampling is a way to offset gender bias, seeking, for instance, a 50% female representation or stratifying the sample. Also, the interview setting should be looked into. Since 'women's affairs' (sources of informal income, gift exchanges, views, methods of conflict resolution, networks) are often criticized or appropriated by men if brought out in the open, it is advisable to interview women as far out of male sight and hearing as possible, preferably by a female researcher. If it seems unavoidable that men will participate or hover around, a tactic employed by one of my colleagues is to split the research team and keep the men busy with something they will not be able to refuse, e.g. an interview about business, cars, village politics, cattle or some other prestigious subject.
research, with a negative motivation attached to it, or the pair is left out altogether. Roughly speaking, shorter lists of options (focusing on the most common, reasonable and implementable ones) may be more acceptable in rapid explorations than in research seeking a deeper and more generalizable understanding. Below, options and motivations are elaborated separately.

The options in the action-in-context schema are basically just a list of possible actions considered (by the actor) as being connected with an objective of the actor. Observation, common sense and the actor’s statements will often suffice to identify the options. The following few remarks will serve to support such identification.

(1) The formulation of the actor’s objective serves an important function in identifying the proper options list. Roughly speaking, the recipe is to (a) explain the action by formulating the objective it is connected with and (b) draw up the list of all other options connected with that objective. As the example of the previous section indicates, explaining a farming activity on the part of African farmers requires that the options list also includes non-farming activities such as trade and migration, subsumed under a general livelihood, rather than farming, aim. Care should also be taken not to assume (and thus talk an actor into) aims lying within a narrow homo economicus perspective (man the isolated utility hunter), viz. Section 5.7.

(2) That options, as the definition states, are "considered as being connected" to an objective is a part of the definition consciously left vague. The core of an options list will be a number of options the actor actively takes up in his deliberations and will rapidly talk about. Second, there may exist a set of options known by the actor, but not actively considered by him or her for reasons relatively obscure to the researcher, e.g. because the option is said to be "old-fashioned". Thirdly, there will be options to which the actor attaches a positive motivation, but that are somehow unavailable, e.g. because they are prohibited, or profitable only after investing capital the actor does not have. Fourthly, there may be options unknown to the actor that could be brought to the attention of the actor by the researcher himself, e.g. a new agroforestry system. The coming sections will consider this in greater depth. Here, it suffices to note that discussing the second set of options with actors will deepen the understanding of the actor’s choices, and that the third and fourth sets support the identification of the ‘actor’s field’ (who is closing off that option?) and the policy relevance of the research.

(3) As specified by the ‘action’ definition, options are considered by actors as whole units (if not, there are two options). Thus, whether an option is simple ("going by bus") or complex ("join forces and stand up for our trees"), there is no need to go into the sub-actions per option separately. On the other hand, it should of course be clear what option image the actor has in mind when discussing its pros and cons. "Going by bus" is an activity so commonly known that a single specification of the travel time will suffice to explicate the full option image. "Standing up for our trees", on the other hand, may require extensive qualifications.

Finally, the concept of motivations requires some elaboration. It will already have become clear that I do not take this term to signify something deep (e.g. ‘drive’), using
the concept in a sense close to that of social psychology. Eiser (1986:84), for instance, distinguishes between 'intrinsic' and 'extrinsic' motivation, denoting, respectively, the degree to which an action is good or bad in itself (enjoyable, moral etc.), or good or bad because of rewards and punishments. The definition for the action-in-context framework is:

*motivations are the normatively relevant (to the actor) operational characteristics of the options under consideration (by the actor).* Again, the following few remarks will serve to support this concept.

(1) Generally, motivations are built up of two elements. The first is qualitative, namely, the *dimension* in terms of which a motivation is formulated; it tells us what is important about an option. The second element is a *quantification* of the dimension; it tells us where the actor places the option along the dimensional axis. Quantifications do not need to be precise or put on a cardinal scale. Business firms may often make a formal cost-benefit analysis about investment decisions, but many other environmentally relevant decisions are made on a basis of relatively rough motivations like the following simple examples:

- "good [quantifier] for beer making [dimension]"
- "not really [quantifier] appropriate for a good member [dimension]"
- "a high [quantifier] price [dimension]"
- "half an hour [quantifier] of uncomfortable travel time [dimension]"
- "quite [quantifier] risky in the long run [dimension]".

As with options, motivations come in a wide range of interpretability. The last of the examples above, for instance, is already more complex then the first. What exactly does the actor mean by "quite"? And by "risky in the long run"? For a business firm considering a strategy of non-compliance with environmental regulations, "risky in the long run" may be associated with building up a bad relationship with the environmental agency, or the erosion of the firm's public image. For a farmer, "risky in the long run" may be associated with survival in extremely bad years (the 'minimax' rationality), but also with undermining the intrinsic fertility of the soil, transforming it gradually into a mere substrate dependent on external inputs.

In general, once the relevant dimensions are properly understood by the researcher, the quantifications will be comparatively easy to establish. Consider, for instance, the values that farmers may attach to land. Land may be viewed as a pure commodity among others; or as the source of artisinal pride; or as partner in a working relationship; or as the living resource to pass on to future generations; or as the skin of the living Earth (e.g. Bolhuis and Van der Ploeg, 1985; Ebenreck, 1983). If farmers say, for instance, that "our earth does not like rice" (Van den Breemer, 1984), this qualitative dimension alone may be rich enough to fill a chapter of a dissertation and powerful enough to do a major part of an explanatory job.

(2) Motivations, defined as the *operational* characteristics an actor applies in an informal choice process, are relatively shallow 'surface phenomena'. This implies that actors should not be expected to be consistent in the sense of applying a coherent set of motivational dimensions to every option; motivations will often prove to be superficially contradictory. More unified motivational patterns, it is commonly
assumed, are to be found at a deeper level. Social psychology, for instance, speaks of 'self-schemata' (Eiser, 1986:242) and symbolic interactionism of 'identities' (Stryker, 1981:23).

Dealing with this in explanatory research implies first of all (as is the case throughout the action-in-context schema) starting research the 'grounded' way, fully listening, not merely noting down the words that fit into your model. Secondly, the more shallow, operational and hence inconsistent the formulation of motivations is accepted to be, the more care should be taken not to unduly generalize research results to other realms of action (objectives, sets of options). If generalization is a research objective, the research has to go to deeper levels. Section 5.6 provides the concepts and an example; Section 5.7 develops some ideas about three types of deeper motivational patterns.
5.5 Going Farther: The Actors Field

In the preceding section, we have concentrated on the four elements of the triangular actions/actors/options/motivations schema. Until now, this triangle has been a free-floating unit; there is not yet much action-in-context. Connecting the action to that context is the next explanatory phase, and the subject of the present and the next section.

Linkages with the context may be found in two directions. One is to spread 'horizontally', exploring how the actor's options and motivations are influenced by the decisions of other actors. Basically, this is done not by going deeper into the structures that underlie the actor's options and motivations, but by jumping as quickly as possible to the other actors, each of whom has his own set of options and motivations. The pattern of actors thus found is the actor field.

The second direction is 'vertical', studying how and to what degree the options and motivations of each actor are connected to the actor's culture, environment and social structures (micro and macro). Because this is done actor by actor, the natural sequence is to go horizontally first, and vertically later. This explains the sequence of the present and the next section, 'going farther' and 'going deeper', respectively.²⁰⁴ In both sections, the full emphasis will be on how the actor is influenced by context, not the reverse. Visualized in the Problem-in-Context Figure 3J, the focus is on the 'up' process, from context to activity, not the downward feedback loops.²⁰⁵ This is not to deny, of course, that actors are involved in the creation of the contexts they are in (e.g., Giddens, 1986²⁰⁶). The focus is simply a consequence of this chapter's objective of explaining why actors do environmentally relevant things, not explaining culture or structure.²⁰⁷

²⁰⁴ Obviously, actual research patterns will be more mixed and cyclical, following the general guiding principles of Section 5.3.

²⁰⁵ The most relevant feedback loop in most problem-in-context work will be the large one in Figure 3J, i.e. through the designs and decision making of the normative observer. Environmental policy making is an example.

²⁰⁶ Giddens also stresses that contexts do not only curtail actors, but also facilitate their development and are often conditional for their very survival. All this has a perfect analogy in ecology, as discussed in Chapter 7. The ecosystem (say, the forest) does not develop and maintain itself, but through the 'telos' of the individual 'actors' (the trees). The forest system characteristics deny many 'options' to many tree species (e.g. light is excluded from the same pioneer species that once established the forest, and the forest limits the expansion of individual species), but at the same time, the ecosystem is conditional for most of the 'actors' survival.

²⁰⁷ This marks another major difference between the action-in-context framework and studying a full people-environment system. Officially at least, the system studies go full circle: how structure influences activities, and how activities influence structure. Consequently, the action-in-context framework, even when providing for more powerful explanations and explanatory theory, will not yield powerful long-term predictions. It will predict reasonably well how actors will react to changes in their
Underneath, the thread of Section 3.8 will be taken up again. First, I will informally introduce the basic ideas of the actor field by means of two Third World examples. These act as a primer for discussing some potentially relevant elements from social science theory. Finally, two actor field concepts are discussed in more detail and exemplified, switching over to a Western world case. For readers aiming at the basic insight only, the first subsection suffices.

**Two introductory examples**

Let us take as a hypothetical but not unlikely example that farmers in some Third World province are generally growing an unsustainable crop, with only a few of them switching over to a more sustainable system, say, a tree crop. Why is this percentage so small?

Going into the field, we first have to establish whether the actors need to be categorized in some way, e.g. into rich and poor, or men and women. It appears that the small percentage of farmers growing the tree crop are all land-owning farmers, distinguished from the category of tenants. This categorization suggested by the field also carries some theoretical weight, since it seems likely that these groups may have significantly different options and motivations, given their different autonomy and tenure security situation.

Observing and discussing options and motivations with the actors (and as yet not going into either of these in real depth), it appears that, for the land-owning farmers, the tree crop is an available option but it is usually rejected because of its lower productivity (in money terms). For these farmers, obviously, the pivotal factor is motivational, rather than in the options sphere, and the prices received for both the unsustainable and the tree crop show up as important elements in the list of motivations for these crops. Here, they may be treated simply as factors. At this point, then, exploration comes to a halt. Alternatively, the prices may be treated as effects of actions of other actors. Then, exploration continues. Viewed this way, the price for, say, the unsustainable crop appears to be built up of two components, created by two different actor types. One is a market component, established by the forces of supply and demand; the other is a subsidy. Now, leaving the market component for what it is, we may concentrate further on the subsidy. The subsidy has been
decided upon by, say, the Department of Agriculture. Thus, the subsidy may be viewed as a new action, by a new actor, the Department, with its own objective, options and motivations. The objective may be national self-sufficiency with respect to the crop, the options may be state farms, input subsidies, output subsidies and so on, and the motivations may be the expected cost-effectiveness of the options, their profitability for powerful client groups, and so on. All this is connected to the Department's own cultural and structural context, which will of course be quite different from that of the farmers. This, and nothing more complicated, is the basic trick of exploring the actor field:

- viewing one or more elements in a list of options or motivations not just as factors, but as the effects of actions by one or more other (secondary) actors
- identifying these actors and the objective they have for their action, and with this a new set of actor/options/motivations triangles
- elements of these may in their turn be 'actorized', that is, viewed as effects of actions by yet other (tertiary) actors, and so on, establishing networks of influence in countless variations of pattern.

We also see now that these 'actor field' patterns may also be termed: patterns of social causality, the patterns of power.209 Through construction of an actor field behind the factors that influence the primary actors' choices, these choices are taken up in a wider explanatory account.

Returning to the example of the subsidy, it is quite likely that the International Monetary Fund, for instance, could be identified as a strong influence on the subsidy options and motivations of the Department, and hence as a tertiary actor with respect to the land-owning farmers.

With respect to the other farmer category, the tenants, we may well find that the subsidy is not accessible to them, so that they should in fact be more motivated to plant the tree crop. Could it be that they are not motivated because of their insecure tenure position, not knowing whether they may reap the benefits of their investment (Chambers, 1988)? This may turn out not to be the case; on the contrary, they may tell us, they are quite willing to plant trees, for the very reason that permanent crops strengthen their tenure position. And this, they may say, is also why the landlords

market analysis is warranted; see the acidification example later in this section.

209 'Power' is here used in its basic sense of social influence, i.e. the actor's ability to realize what the actor wants (e.g. Coleman, 1986:56). In terms of the set of social power types given in Eiser (1986:39), taken from French and Raven (1959), the subsidy is a form of 'reward power'. The full set is (1) coercive power, stemming from the ability to dispense or permit punishment, (2) reward power, stemming from the ability to dispense or allow rewards, (3) legitimate power, stemming from role obligations to follow the actor, (4) reference power, which occurs when the actor commands the frames of reference of the target actors (their definition of the situation, self-evaluation etc.), (5) expert power, occurring when the actor is seen as a superior source of knowledge and ability and (6) informational power, depending on the persuasiveness of the information conveyed by the actor. Types 3 to 6 are of special relevance for tracing more subtle, but potentially no less effective, linkages in the actor field.
Figure 5B
An example actors field. Options and motivations of tenants and farmers co-determined by landlords and government, with the IMF as tertiary actor, each connected to its own structural and cultural background factors.
have prohibited them from doing so (Sajise, 1987). The landlords, then, are secondary actors with respect to the tenants’ options; explaining the prohibition more fully requires going into the full set of relevant options and motivations of the landlords.

Figure 5B visualizes the structure now identified. The lightning symbol symbolizes the entry into the environmental problem block of the Problem-in-Context picture as a whole (Figure 3J). A plus-sign has been drawn between the tenants and the landowning farmers, indicating that they basically produce side by side, adding up to total production. For technical reasons, the 'prohibition' and 'subsidy' elements of the options and motivations have been repeated left and right of the two central triangles, lifting them out of the primary actors’ culture and structure of which they essentially remain a part.210

In the figure, the five actors are left separate, each 'locked' in its own context. The actor field works without in any way being a system (something with its own boundaries, feedback loops, coherence and independence with respect to other systems). It may be left that way; there is no obligation to study interconnections other then those already in the figure.211 This is not to say, of course, that studying social systems cannot be an important contribution to the explanation. Social micro- and macro-systems find their natural place in the next section ('going deeper'). Sometimes, an actor field itself may suggest what social system to look for. This may be exemplified by taking a brief look at an overgrazing problem in Botswana, simplified from Opschoor (1987).

In many respects, the actor field we can draw up from Opschoor’s description212 is similar to the preceding one. Cattle herders are categorized into rich and poor. The European Community, through a beef subsidy, is connected to the motivations of the rich cattlemen; government here has an intermediary role (secondary actor). The rich cattlemen cut off the poor cattlemen’s option to go to more arid lands, because only they possess the necessary herd size to rent an 8 by 8 km\(^2\) block of these lands from the government. The rich owners are here secondary actors with respect to an option of the poor owners, while government is a tertiary actor.

A difference from the previous example is that we meet the rich cattlemen twice; as a primary actor side by side with the poor cattlemen on the communal lands, and as a secondary actor cutting off the poor cattlemen’s option. Thus, we may intuit that something more than neutral addition may be going on between these groups, and taking a closer look at the communal lands, it transpires that the cattle of the rich owners have access to significantly more hectares per head than poor owners’ cattle.

---

210 The repetition and connection of the triangular substructures show that the structure as a whole can readily be computerized, with ‘prohibition’ and ‘subsidy’ as connecting triangle labels.

211 Consequently, as Vayda explains, there is no need to assume, defend, search or make conditional system properties such as boundedness, homeostasis, purpose or stability.

212 For Dutch-speaking readers, it is interesting to see how Opschoor uses Duncan’s model of people-environment systems for his descriptive and predictive purpose, while I, based on Opschoor’s material, here draw up an actor field as the starting point for an explanation of the situation.
This is caused, among other things, by a slow process of appropriation of the 'communal' water holes by the rich; the water holes, obviously, are not effectively protected by the government. Thus, a kind of 'unity', 'systemness' of actors is suggested by the actor field: rich cattle owners, government and EC in an interwoven pattern of, as we might say in actor-in-context terms, interlocked objectives, options and motivations.

Social science theories for actor field research

The most widely quoted overview of the relation between 'micro' and 'macro' (actor and structure, or system, or context) is the book edited by Knorr-Cetina and Cicourel (1981). Mainly focusing on conceptual issues, it discusses such questions as whether macro-theories should be confined to parameters of space, time and numbers only, and the degree to which macro-properties are the unintended consequences of micro-decisions. In a broad sense, all these matters are of some relevance to the actor field discussed in the present section. They do not, however, address the heart of the matter under scrutiny here, that is, how to identify actor fields better than we have until now - better, in other words, than systematized and sensitized common sense.

All authors in Knorr-Cetina and Cicourel’s book depict relations between actors and between actors and contextual systems as 'situational', that is, as episodes of face-to-face encounters. I find this remarkable. It is my impression that face-to-face and other direct interactions constitute only a part, and perhaps even a minor part, of the ways in which actors influence one another. A levy, for instance, may influence the decisions of countless actors without there being any direct contact between the issuer and the recipients. In the Botswana case of the rich and poor cattlemen, no direct contact, nor even an exchange of anything need take place for the linkages to exist. In the case of the tenant farmers and the landlords, some general threat to evict the tenants if they plant trees has to get through to them for the prohibition to work, but it seems quite irrelevant how this is done, either in face-to-face interaction, or by

---

213 The issue of unintendedness of consequences, for instance, is more relevant to the question how macro-properties arise out of micro-actions than it is to the reverse, which is the primary subject of the present section. In our example of the unsustainable crop, for instance, it is quite unlikely that enhancing unsustainability was an intended consequence of the subsidy for the unsustainable crop. Probably, the crop was just viewed as a high-yielding variety, and national food sufficiency was the aim of the subsidy. Yet, asking why the farmers planted it, the subsidy was traced as a motivational factor behind an unsustainable crop. Taking a real-world example, the levy on industrial wastewater in the Netherlands has been intended, at least officially, as a 'financing levy' only, but has worked as a regulating levy (Huppes and Kagan, 1989). Concluding, studying the actor's objective is relevant in order to arrive at a valid explanatory picture of the actor's motivations, but whether an effect has been intended or unintended does not interfere with identifying the linkages between actors. Putting it in terms of Figure 5A, an 'effect' may be intended or unintended, but an effect it remains.

214 This is a major objection to using social exchange theory (e.g., Emerson, 1981) for actor field identification. This does not mean, however, that concepts and research from this field (such as the concept of 'position' in an exchange network) may not prove to be of supportive value.
spreading the rumour, or putting it on the local radio, or informing a middleman. If I were to draw up a general 'law' of social influence (power), I would say that direct, visible, face-to-face interactions are the least efficient power linkages. Indirect rule of actors' options and motivations is the efficient way, and within this category, the invisible threads are the most valuable, both to protect as an actor and to discover as an actor field researcher.\footnote{Good propaganda goes unnoticed. Deep paradigms shape student outlooks without arousing discussion. And, as a provincial padrone/politician once explained to me: “Remaining popular is not really difficult, basically: you take from the people in the dark, and give it back to them during the day”. For an empirically grounded analysis, see Foucault (1975) on the legal system.}

In less theoretical actor-oriented literature, I have found four concepts that should, given their names, be of interest for identifying of actor fields: "social networks", "policy networks", "linkages" and "interfaces". In the following, I consider to what extent these concepts can contribute to the actor field concept.

(1) \textit{Social network} theories and studies, as far as I have been able to trace (e.g. through Boissevain and Mitchell, 1973), are confined solely to direct, personal interactions between actors. The networks are networks of who-meets-whom, who-knows-whom and so on, through kinship, friendship, neighbourliness and similar bonding, reinforcing the impression already gained above: actor-oriented researchers tend to be actor-oriented to the degree that they seem to lose sight of the more abstract, indirect types of linkages, which look more like the "media of interchange" of Parsons and other functionalist, system-oriented theorists whom they (rightly, in the general sense) oppose.

For an actor field study, social network approaches may be relevant as a secondary tool, i.e. to further investigate the extent to which actor categories are socially intertwined. In the Botswana case, for instance, a study can be undertaken as to whether the rich cattle owners, government and EC representatives indeed interact socially, or perhaps even overlap, to the degree that initial exploration of the actor field has given reason to suspect. Using social networks as the primary tool to identify an actor field, however, is inefficient or even ineffective. Networking with some poor cattle owners as the point of departure, for instance, would probably only identify clusters of other poor cattlemen.

(2) The \textit{policy network} approach, of which Glasbergen (1989) is the protagonist in Dutch environmental science, is a variant of the social network approach, focusing on policy as a process of social interaction. The basic idea is, in Glasbergen's words, that "the researcher divides the [environmental] problem complex into a number of aspects, and locates the relevant policy agencies for each of these aspects. Next, the central question is to what extent the network thus constructed functions as a unity and what determines this extent"\footnote{Behind adoption of this as the central question is the functionalist and neo-corporatist image that, morally, networks \textit{should} work "as unities", that environmental problems are caused by policy "fragmentation" and will be solved by policy "integration" (Huppes, 1989).}. A Popperian merit of this approach is that its relevance is falsifiable, and Glasbergen does indeed do just this in his own case studies
(without, curiously, stopping to be a policy network protagonist). In all three\textsuperscript{217} case studies, policy actors are shown not to cause the problem and neither to be able to solve it; problems are caused by powerful private actors in concert with non-environmental policy makers, quite beyond the reach (geographically or in terms of power) of the policy network actors located as "relevant to the environmental problem complex". Having no significant decision-making capacity, they are, in our definition, in fact not actors at all.\textsuperscript{218}

(3) The concept of social linkages draws its inspiration from two sources: (1) the numerous problems that policy implementation meets on its way downwards from the national to the local system levels, and (2) the growing importance of non-state linkages within and between Western and developing countries. The linkage concept, officially at least, is not confined to direct, personal networks only. Galjart (1989), for instance, includes indirect linkages through other actors’ motivations and options (e.g. restricting their "behaviour alternatives"). Unfortunately, the approach is as yet underdeveloped in the methodological field, having only produced some general 'protocol' suggestions (Nas, 1989) and opinions (Speckmann, 1989).\textsuperscript{219} Thus, although linkage research, because of its actor-orientedness, will rapidly yield results of some substantive relevance to actor field explorations\textsuperscript{220}, it does not contribute to the development of the actor field concept or method as such.

(4) Social interfaces form the core concept of a Dutch cluster of researchers (Long, 1989). These are defined as the pivotal points where social systems or groupings meet and interact. Being strictly actor-focused, the approach falls into the

\textsuperscript{217} In the first case, the local farmers, backed by the Ministry of Agriculture, dominate local politics and effectively block all 'policy network' attempts to even articulate themselves. In the second, a whole network is quite integrated to solve the problem but lacks the money, and the power to raise it. In the third, farmers are so powerful that they can demand money for not poisoning the environment. The money, of course, is not there; neither is the power to ignore the farmers’ morbid normative logic.

\textsuperscript{218} It is possible, of course, that this phenomenon of inadequate focus is not intrinsic to the policy network approach in all its variants. Be this as it may, the Glasbergen example supports the actor field approach in the sense that it shows the crucial importance of pinpointing the real sources of problem-causing power first, concentrating on real actors and actors behind actors before plunging into visions, and the work of, "activating" and "integrating" narrowly defined policy networks.

\textsuperscript{219} Nas’ protocol consists of a number of questions, e.g. "what are the most important linkage actors?" By and large, they coincide with the action-in-context approach, but at a less specific level than that of this chapter. Speckmann opiniates that linkage research should study all systems (not actors) involved in a set of linkages, going from farming system research, for instance, up to studying the national policy system; consequently, linkage research can only be done by a team. In the two actor field examples of the previous subsection, there was nothing so inherently big or complicated as to be accessible by a research team only.

\textsuperscript{220} Van der Linden (1989), for instance, shows that notoriously indolent and fragmented bureaucracies may suddenly yield very high outputs if seized by a motivational spirit. This is as a relevant message, as Van der Linden says, for World Bank officials who think that ‘institution building’ is a development panacea, as it is to researchers mesmerized by policy "fragmentation" and "integration". For actor field researchers, Van der Linden’s finding is an indication that it may be better to focus on policy actors' motivations than to focus on their precise structural positions in the state apparatus.
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trap that seems to go almost automatically with actor orientation, confining the contextualization of the action to actor-to-actor, face-to-face interactions only. Compared to the social network approach, it sensitizes the researcher to the relevance of social category linkages, as opposed to going round and round within the same category. Compared to the actor field approach, it de-sensitizes the researcher to inclusion of non-personal and less visible social influences. Thus, the story becomes monotonous: interface research is likely to yield relevant substantive material for actor field explorations, but, as Von Benda-Beckmann et al. (1989) also state in their critical appraisal, no "general methodology can be built on it".

Concluding, the overall tendency of the actor-oriented approaches seems sufficiently clear to continue using my own term 'actor field', characterized by linking actors through influences on options and motivations instead of linking them directly, actor-to-actor. In the remainder of this section, therefore, we are basically on our own again. The objective of this remainder is only to get some more exercise and 'feeling' for the concept, first going into some cases where distinguishing the actor field may appear somewhat unclear, and then applying the concept to an element of the social context of the acid rain problem.

'Loose' and 'close' actors

Once one gets the knack of it, identifying an actor field will often prove a fairly straightforward matter, as it was, for instance, in the previous examples. In the preceding section, however, we had a case (the Zulu goats) where there was cause for hesitation. Generally, such cases may be divided into two types, either 'loose' and 'close' actors, discussed briefly below.

DiMento (1989) has observed that whether or not commercial firms comply with an environmental regulation is influenced by the turnover rate of the firms' personnel. A firm as a whole may logically be expected to have a long-term perspective, but when its decision-making staff is usually staying with the firm only a few years, the firm tends to behave more like a short-lived entity. Organisations, and especially large ones like corporations and government departments, while remaining actors, are typically loose actors, within which individual people, branches, agencies, factions and so on may have to distinguished in order to explain the actions under consideration. Wolters (1989) distinguishes three levels of decision-making within multinational corporations, but adds that the number of levels to be applied in a specific research effort is an open question; firstly, the number of levels actually at work is an empirical matter that cannot be decided beforehand, and secondly, the number of levels one needs to take into account depends on the research question, i.e. what it is one wants

---

221 Analogous conclusions might be drawn concerning 'figuration sociology' (Goverde, 1986) and the methods for tracing social power (e.g. the positional method and the decision method) mentioned in the study 'Digging for power' by Helmers et al. (1975).
to explain. This suggestion, of course, is quite in line with the general actor-in-context principles. Sometimes, it may be sufficient to regard a loose actor as a single entity. We treat a loose actor as a single entity when we say, for instance, that a logging company opts for the grab-it-and-run strategy with regard to its tropical forest concessions because the concession, although officially without a time limit, is vested in a weak government and under rising public pressure, and because the company has many profitable options for re-investing the quick earnings, and hence does not depend upon the forest for its survival.

In other instances we may, for instance, be dealing with a local factory of a multinational firm. It may then be feasible to treat that factory as a separate actor, while tying a subset of its options and motivations to the general level of the multinational as a whole. The intracorporate links may then be shown to work, for instance, by making available a specialized purification technology, or by an intracorporate incentive system that demotivates compliance, and so on. As always in the identification of an actor field, there are two options: either to leave these factors as they are, or to view the source of these factors, the multinational’s general management, as a new actor, with its own incentive system options and motivations. In the first case, we cannot explain why the intracorporate factors are as they are. This may be quite acceptable; how far we want to go depends on what we want to know.

The same holds, ipso facto, for any loose actor, be it a government, a government agency, an environmental organisation or whatever. In all cases, the basic lines again run through the options and motivations, with social networks in the background as a possibly useful source of secondary explanations, as was the case in the Botswana example. In fact, identification of actors within loose actors is no different from identification of actors in the actor field as a whole, and they can be taken up in larger fields without special treatment.

The other type of potentially problematic actor arrangements is what I have called ‘close actors’ above. By this I mean a configuration of actors do not differ much from one other, e.g. not a configuration of, say, farmers, government agency and IMF, but a configuration of a parastatal, a ministry of economic affairs and a president’s office or, as was the case with the Zulu goats in the preceding section, women, men, their decision-making interaction and the village council. A full explanation, it seems, would mean distinguishing between all these actors and studying all their objectives, options, motivations and so on, gathering a mass of data with only little internal differentiation. On the other hand, leaving out some actors could impair the study’s explanatory power. A strategy in such cases might be to not leave actors out, but to lump some of them together into a more abstract ‘quasi-actor’ category. In the case of the goats, for instance, one might leave the women as the primary actors they are,

222 In yet other cases, it may transpire that the local factory’s actions can only be understood if it is viewed as the producer of a certain good X, under influence of two intracorporate actors: the national general management (comprising the goods X, Y, Z) and the supranational management of the X-division; we then get a three-actor field.
but lump the other three into a (secondary) 'household' actor. And in the case of the
parastatal, consideration might be given to lumping all three actors together into a
single 'parastatal circuit' quasi-actor, following Wright Mill's (1956) theory that the
higher one moves up in society, the more all actors in fact become one in terms of
background, outlook and social network, irrespective of their outward conflicts and
their official division of tasks.

This 'quasi-actor' strategy is a strategy of reification. 'Households' and 'circuits'
do not themselves act; they are researchers' constructs that leading easily to explana-
tions in which the constructs are ascribed a life and a rationality of their own. It
should therefore be always kept in mind what a quasi-actor in fact stands for. In the
case of the Zulu goats, for instance, the household is something like "the male-female
decision-making interplay concerning goats, usually under male dominance but under
the general village rules"; such a definition is still far removed from viewing 'the
household' as the pivotal social unit of the village, going around holding 'household'
surveys, relating everything to the 'household' economy and so on, as is usual in
social geography as well as 'farming systems' and allied system-oriented types of
research (Fresco et al., 1990; Conway, 1984). Moreover, as always in actor field
exploration, it remains an empirical question whether the secondary 'household' actor
really plays a significant role. One should not be amazed, for instance, that when it
comes to goats, the women will prove to always win in the end, provided they pay a
fixed tribute to the men (say, one goat a year) and a sufficient amount of symbolic
reference to the male 'decision'-making system.

A concluding example

Rounding off the present section, let us briefly explore a segment of the actor field of
a typically Western-world problem, acidification, thus to gather some evidence for the
wide applicability of the actor field approach. It also provides an opportunity to refer
back to some of the concepts discussed previously, and exemplify a few points at
which to 'hook on' social science theory, as discussed in Section 5.3.

Going 'down' the acidification effect-chain of the problem-in-context framework
(Figure 3J), we identify commuters as an actor category contributing a substantial
portion of total acid emissions. Figure 5C gives the part of the commuting actor field
discussed below; at the outset, we only identified the commuter, on the left-hand side
of the picture. Writing out the explorative lists of options and motivations is fairly
easy. The options distinguished in Figure 5C are private car, public transport, bicycle,
taking a job closer to home and moving closer to the work location. Motivations are

---

223 We might now consider subdividing the commuter category into problem-relevant subcategories,
e.g. those who live relatively close to or far from a railway station, or into income categories; keeping
things simple for this first exploration, though, we can continue with only one general commuter
category, postponing subcategorizations until we have more empirical and theoretical ground under foot.
Figure 5C
An example actors field, working out the 'travel time' branch of the acid rain problem explanation. The flags denote hook-on points for theory. The municipalities are secondary as well as quaternary actors.
travel costs, travel times, travel convenience and something relatively vague but maybe no less important, 'car appeal', associated with status and the experience of freedom. Possibly, environmental awareness about acid rain and other car-related problems may also play a motivational role. With respect to the option of moving house, the quality of the local 'living environment' of the present and potential place of residence is the final motivational factor in the list.

From the options and motivations lists, qualitative and incomplete as they still are, branches off a bundle of several actor field segments; Figure 5C follows one of them. But before we take off in that direction, let us first identify some other actor field segments and aspects.

(1) The actor's environmental awareness will partly overlap with the environmental components and processes that the normative observer (ref. Chapter 3) has studied in the course of the acid rain problem analysis: deteriorating forests, dead lakes and so on. But no matter how big or small the overlap in fact is, 'acidification' here refers to what acidification is in the interpretation of the actor, not of the normative observer (e.g. the research team or the policy agency). The other environmental component in the list, the local 'living environment' of the actors' present and potential place of residence, is composed of, say, city parks, noise levels and the visual landscape around the town; these elements are not part of the environment analyzed in the environmental problem at all. Chapter 3 has dealt with this 'environment of the actors'.

(2) Moving house is obviously not an option decided upon by the commuting individual alone, but rather in some wider process of family ('household') decision-making. Several ways exist to treat this 'close actors' case; the easiest is to leave the actor field as it is but include a number of family considerations in the commuter's motivations to move.\(^\text{224}\)

(3) In the Netherlands, due to a biased regulatory and subsidy system, the taxi is a luxury out of reach for commuting purposes. Guided by the 'surprise principle' mentioned in Section 5.2, one might wonder why some group taxi system (say, a space wagon bringing eight people from their doorsteps to their working places) is in fact not on the options list. A few calculations will show that a group taxi could be economically feasible in many cases, especially if free lanes were provided for. What are the technological, financial and regulatory structures behind this option's unavailability? Going into this may reveal an actor field segment in which the major opposition is between the economic interests and cultures of the semi-state bus companies and the more wheeler-dealer taxi entrepreneurs.

(4) Travel cost and travel time are obviously both very strong motivational factors. The actor field segment connected to the travel cost may be built up by first separating

\(^{224}\) A second approach is to make the family quasi-actor into a secondary actor behind the commuter. A third (probably the best in this case) is to view the family quasi-actor as a second primary actor, next to the commuter. In order to do so, we may separate the 'private car kilometres' into 'commuting distance' multiplied by 'percentage of commuting distance travelled by private car' (the modal split, as it is called), with the family tied to the first factor, and the commuter to the second.
travel costs into their price components, e.g. car production costs, car tax and road tax, gasoline production and distribution costs, gasoline excise and gasoline consumption per kilometre. Then, seeking secondary and farther actors behind each of these components, one will begin to unravel one of the Western world's most powerful interest conglomerates.

(5) As for deciding whether to put more effort into the travel cost or the travel time factor, guidance is given by the principles of Section 5.3, but also by a theory source, 'hooked on' at this point. First, we may note that the private car is an economically very preferential good. Price policies (with respect to gasoline, parking costs etc.) will therefore have to cut very deep to have any real impact. At the same time, regulation of prices is not an area of strong government legitimacy in the Western market economies. With respect to travel times, matters are different. There is, for instance the 'law' of Hupkes (1977) that people have spent and will spend an invariable amount of time per day on travelling; hence, if you want people to travel less kilometres, decrease their average velocity. Average velocities, at least in a crowded country like the Netherlands, are largely a matter of the availability of travel space (roads, free lanes, parking space) and the allocation of space is one of the strongest and most generally accepted government domains. It is this 'travel time' factor for which Figure 5C shows three steps of the actor field segment.

Travel time may be divided into driving time (including congestion delays) and parking time (including looking for a parking place and walking to the working place).

The actors most directly linked to the driving time are (in the Netherlands) the state and provincial Traffic and Public Works agencies. For a basic analysis, these actors could be taken as a single category. As for the parking time component, the municipalities are an important actor, especially with respect to parking space in and around the inner cities. Concentrating on this actor, Figure 5C enumerates the 'parking policy options' as: (1) doing nothing, (2) converting parking space into park areas, sidewalks, bicycle space and so on, (3) using a parking licence system to allocate space to city inhabitants only and (4) (re-)negotiating parking space offered to firms and offices considering establishment in the city. The municipalities' motivations centre on, among other things, (1) the quality of the city environment, (2) the direct costs of conversions, surveillance and so on, (3) general environmental con-

---

225 Drees (1990) comes to the same conclusion that travel space policies are a priority area with respect to private car use. Note that, guided by common sense and the action-in-context principles, one may actively reproduce this conclusion without having read the analysis; with respect to the UK, see Joseph (1991).

226 For a more detailed explanation, the agencies may be treated as loose actors, divided into several levels. Then, the municipalities, in their role of co-determining urban circulation velocities, could also be taken up as a secondary actor alongside the state and provincial authorities. Furthermore, parliament and the conglomerate of private car interest and pressure groups could be taken up in the quaternary background.
considerations, e.g. about acidification and (4) employment and status connected with the establishment of firms.

Figure 5C proceeds with the latter factor; firms are then the tertiary actor. Their options are, simply, to set up shop (or move out of) municipalities x, y, z and so on. Their motivations will concern, among other things, status aspects, the attractiveness of the city environment, profitability and parking space for employees. The latter two are partly interchangeable; the municipalities may be put behind them as a quaternary actor. Most of the firms' motivations to choose for one municipality or another will be determined by geographical factors such as the closeness of suppliers, markets, harbours and so on, but municipalities influence these choices by handing out establishment grants and free parking space, competing with each other for the firms' favours. Having arrived at this point, we come to see the municipalities in a dual (secondary and quaternary) position, divided within themselves and against each other. The environmental aims of their 'parking policy' are at odds with economic aims.

Moreover, establishment incentives and free parking space provisions have a very limited rationality; the municipalities consume their money and space in order to increase their share in the number of firms that may be 'cropped', without, however, increasing the total crop. This, typically, is a 'tragedy of the commons', thus spurring us to search for some collective actor to safeguard collective rationality. Does some intermunicipal or provincial decision-making body exist with respect to establishment incentives and space provisions?

Figure 5C shows that three theory sources may be tapped in this area. First, of course, general theories of collective action, in which the 'tragedy of the commons' is one of the basic dilemma situations. Secondly, case studies of intermunicipal policy making may be of special relevance, for instance, the historical study of De Swaan (1988) about municipal care for the poor, a situation that is the neat reverse of that concerning the firms: the poor's options and motivations are much like those of the firms, but the municipalities dreaded them flocking to the first municipality setting up a welfare system. Thirdly, there is geographical 'location theory' (e.g. Abler et al., 1971), which is basically a normative theory of where it would be rational (as defined by the theory) for firms to establish themselves, but which may also be used to (partly) explain what firms actually do.227

All in all, Figure 5C shows the informal face (with unfilled-in spaces, flags denoting possibly relevant theory sources, question marks and so on), typical for exploratory research phases, dictated by common sense, general action-in-context principles and perhaps some consultations with experts. In later phases of cyclical research, the explanatory structure around the commuter will become more refined, simplified,

227 The geographical elements in the location decision of firms once again illustrates that the term 'structure' in the actor-in-context schema always includes the physical environment, in its manifestation as 'environment of the actors' (Section 3.7), i.e. connected to the actors' options and motivations. For the firms' location decisions, the actors' environment consists of roads, harbours, demand areas and so on, interpreted in terms of travel times etc., very different, obviously, from the environment of the commuters with respect to decisions to move house, and even more different from the 'environment of the problem analysis' (the air, forests, soils and lakes of the acidification problem).
filled-in and quantified, supported by the action-in-context guiding principles and data gathered through interviews, observations and literature. Then, by way of 'secondary analysis' already discussed in the Botswana case, different actor field segments may also be interconnected, joining them, for instance, through actors that appear in more than one segment or actor that belong to the same social network. Quantitative modelling of parts of the actor field is of course more difficult than modelling the problem-in-context elements which run from the primary actor, upwards in Figure 5C (roughly, the 'traffic system' and its environmental impacts), but not principally out of reach.
5.6 Going Deeper: The Single-Actor Schema

Social-scientific explanation, by and large, connects micro-level decisions to other micro-level decisions and to macro phenomena, or, in other words, relates actors to structure and culture. The construction of the actor field behind the action to be explained, following the principles laid down in the preceding section, is the first step in the explanatory process. The structure of an actor field is in itself already a problem-relevant slice of the structure of society. Even more importantly, the actor field specifies what actors are important in what ways. Therefore, we now no longer need to identify 'the' general context of an action in one go, but can build up this context (or set of separate contexts) by going from one specific actor to another, focusing each time on contextual factors (culture and structure) as they pertain to the specific decision of that actor. In the commuting case of the preceding section, for instance, we identified the municipalities as important actors. Having also identified why they are important, we do not need to study, for instance, their autonomy in general, but primarily their 'parking space policy autonomy'.

The present section will focus on this actor-by-actor analysis, identifying, studying and interconnecting the cultural and structural factors that underlie their choices. It is designed to answer such questions as:
- if this actor considers only these options, why only these?
- all prices, options and other 'objective' factors being equal, why then do these actors act differently?
- if we supply this actor with new options or prohibit existing ones, will the actions change?
- how do the overall characteristics of this society (e.g. mentalities, basic geography, class segregation) connect to the concrete actions of this actor category?

In later research stages, it may be feasible to re-arrange and re-interpret the actor-by-actor findings in a way analogous to the 'secondary analysis' already encountered with the actor field. Being of a less pivotal character than the actor-by-actor analysis itself, this secondary analysis will receive only minor attention.

The actor field exploration of the previous section has proceeded chiefly by way of example exercises. Contrary to the actor field, the 'going deeper' analysis of the present section has a standard structure, and we will simply go through it step by step, with examples playing only a minor role. The standard structure is given in Figure 5D, which is nothing but an expanded version of the action-in-context framework presented in Chapter 3 and provided with somewhat more formal definitions, thus enabling more conscious data gathering and more systematic and detailed interpretations.

228 Put in solution-oriented terms, the actor field identifies the likely policy target groups, while the 'going deeper' analysis identifies the options of policy content.
Figure 5D
The single-actor schema of the action-in-context framework. The dotted line indicates the usual direction of explanatory research.
Whole libraries are filled with literature hinging on the key concepts of Figure 5D: culture, structure, life-world, action, autonomy and so on. To my knowledge, though, there does not exist what this section seeks to provide: a practical framework concerning how to do research joining these concepts to one other. At the same time, nothing new or revolutionary will take place in this section; as in the rest of this chapter, we will remain at a very basic, 'enhanced common sense' level.

In Figure 5D, the dotted lines represent the direction of the first round of a progressive contextualization proceeding from the action in question. This is also the sequence in which the elements of Figure 5D are discussed below, layer by layer and, within the layers, element by element. The section ends with a subsection called "next steps", discussing some connections not taken up in Figure 5D and some typical directions of secondary analysis.

**First layer: effect, action, actor**

The first layer (effect/action/actor) is the same as that of the previous Figure 5A, discussed in Section 5.4. The term 'effect' is the only one requiring further attention here. If the actor is a primary actor in the actor field, the activity causes the environmental problem studied by the normative observer; 'effect', then, is shorthand for the environmental problem. At the same time, 'effect' then stands for the feedback to the actor’s own culture and structure (including environment), as discussed in Chapter 3. When the actor is a secondary, tertiary or further actor in the actor field, the effect links the decision of the actor to options or motivations of other actors.

Problem-relevant effects may be the *intended* consequences of an activity. This holds, for instance, for hunting; killing the animal is both the actor's objective and the problem-relevant effect. Mostly, however, actions will not expressly be designed to cause, say, soil erosion, health problems or poverty. In the cases treated in the previous section, for instance, the commuter's objective was simply to go to work, not to contribute to acidification, and the subsidy for the unsustainable crop will most likely have been motivated (and hence be explainable) by its being a high-yielding calorie provider, not by its being unsustainable. Therefore, finding out the objectives of actions is always a separate research step; if we derive aims directly from effects, we automatically wind up with conspiracy explanations.

---

229 These concepts have been defined in almost as many ways as there are social science theorists. Reviewing them is quite beyond the scope of this section. Thus, although I will include a few literature references here and there, the reader will basically have to trust that the way I use 'actor', 'world view', 'structure' and so on is not fundamentally out of tune with their general connotation in social science. As for their precise definition, however, all terms I use are, in the final resort, defined internally, designed to be logical within the action-in-context framework itself. For instance, I may define some A and some B, then C as the difference between these two, then D as everything influencing C, and then E as everything non-D. Care should be taken, therefore, not to transplant terms uncritically outside the framework, nor to criticise the framework too easily because it defines terms differently from how some theory or school does.
Second layer: implementable options and motivations 'as interpreted'

The second explanatory layer of the schema ('implementable options' and so on) comprises terms that are only somewhat more specific than the general 'options' and 'motivations' of Section 5.4. Here, therefore, only the specific additions will be discussed.

Implementable options are the options the actor would be able to carry out if he wanted to, to the degree and within the time frame relevant for the study. Roughly, the implementable options are what an actor can do, as opposed to the wider set of things the actor might do, which is in the next explanatory layer. The implementable options are in the higher layer for two reasons. First, these options are the ones the actor will consider most actively, and hence will talk about most readily. They are therefore the most natural elements to start out with in initial contacts with actors. Secondly, and more importantly, the implementable options in themselves already have some explanatory power. Typically, one then says: "The actor can do A, B or C, and prefers B", followed by a statement in terms of motivations for A, B and C. Typically, too, one will then run into the criticism that "This may be so, but why can't the actor do D, E or F?" In other words, the explanation is as yet superficial; D, E and F are in the deeper layer.

Next, motivations are specified in terms of "advantage and appropriateness" as interpreted by the actor. This formulation is in fact an 'actor model' in a very subdued form. Basically, "advantage" stands for the homo economicus type of motivations and "appropriateness" stands for all other types. Most actors, for instance, will deem it appropriate to respond with trustworthiness when one is trusted, and to treat children in a perspective of care rather than costs and benefits. Thus, the terms point forward to Section 5.7; I have included them here to prevent interpretations from going in flat homo economicus directions only.

The phrase "as interpreted by actor" is formally superfluous. After all, everything in Figure 5D is primarily as interpreted by the actor (EMIC, as it is called in Chapter 3); it has been added here because this is the most important place to put it in as a reminder, and in order to distinguish it more explicitly from the 'objectified' motivations in the next layer.

Roll-offs and dilemmas are attached to the motivations element. There is no arrow, indicating that there is no causal relationship; the two terms only summarize a list of motivational mechanisms that are often regarded as being of special relevance in the

---

230 I add the 'degree' and 'time frame' criteria here because what is implementable is never strictly bounded. A commuter, for instance, may not be able to switch his mode of transport overnight. The same holds for a farmer changing crops or an agency changing policies. If these changes are within reach in one or a few years, they may be taken as 'implementable' in most studies, however.

231 Of course, these terms include negative advantage and appropriateness (costs and impropriety).
social causation of environmental problems, and therefore patterns to be on a special look-out for during the research (e.g. Tellegen and Wolsink, 1992). Moreover, they are typically a hook-on point for many social science theories and examples from elsewhere, as shown, for instance, in the preceding section with respect to the municipalities. 'Roll-offs' stands for the Dutch 'afwentelingsmechanismen', meaning that for some action, the benefits largely accrue to the actor but the burdens are 'rolled off' elsewhere in space or time.\(^{292}\) The term 'dilemmas' stands for all situations where the potentially best option is beset by uncertainties that may make the option one of the worst; the prisoner's dilemma is a well-known example. In Figure 5D, roll-offs and dilemmas are separated into three types, which may be exemplified as follows.

- **Now and future**
  - Roll-off type: burdens are shifted or left to future generations.
  - Dilemma type: future benefits of an investment are large but uncertain (e.g. a farmer considering investing in soil upgrading but faced by tenure insecurity, or a logging company considering investing in 'timber stand improvement' but faced by the insecurity of the officially eternal forest concession).

- **Actor and other place**
  Most often, the 'other place' will mean other people, individually or collectively. The 'other place' may also mean nature (species or other intrinsic values).
  - Roll-off type: burdens are shifted or left by the rich to the poor, or by upstream farmers to downstream lakes, or by the centre to the periphery, and so on.
  - Dilemma type: prisoner's dilemma and similar situations (e.g. an option is only good if other people can be trusted).

- **Actor and collective**
  'Collective' here means a social configuration the actor himself is part of.
  - Roll-off type: the 'free rider', the 'tragedy of the commons' and all other situations where burdens are spread out over larger wholes (e.g. from local to regional).
  - Dilemma type: the same, but added to it a possibility that the collective or system the actor is part of may strike back or collapse.

It may be noted here that the roll-offs and dilemmas are 'logics' largely pertaining to *homo economicus* rationality only. Therefore, the world abounds in situations where roll-offs and dilemmas exist only as risks, not realities, e.g. because people cooperate, establish collective institutions and trust each other to keep their word; see, for instance, Achterhuis (1986) and Buck Cox (1985) about the historical reality of the commons, the case study of Shepherd (1989) and the overview of Ostrom (1990) about the present, and the next sections about theoretical backgrounds.

\(^{292}\) In pollution cases, as Bouwer and Klaver (1987) indicate, roll-offs are often accompanied by tactics of diluting, hiding and relocating the sources. In most other cases (e.g. the depletion of the Third World forests), roll-offs are applied by actors powerful enough to do it in the open.
Third layer: potential options, autonomy, objectified motivations and interpretations

In the next explanatory layer of Figure 5D, and again starting at the left-hand side of the figure, the potential options are the first element found. They are defined as everything the actor might do with respect to the objective at hand. The 'implementable options' of the preceding layer are a subset of the potential options.

Often, it will not be immediately clear whether some possible course of action should be included as a potential option. Taking the taxi, for instance, should it be regarded as a potential option for commuting? The answer is largely a matter of practical judgement. Omitting options will save research time, since they do not need to be specified and researched for their motivations. On the other hand, guiding principles of problem relevance, contrast, policy relevance and 'surprise' may indicate drawing up longer list of potential options. Discussing why an actor does not consider a certain option may deepen the understanding of why he does consider others. Also, these discussions may inspire researchers and actors to find a related option that is more feasible (for instance, the group taxi). Generally, it seems wise not to be too strict in the early stages of the research, omitting only those options that are very obviously too narrowly feasible or far-fetched. In a second round, options can always be dropped.

In the figure, potential options are divided into those known and those unknown (to the actor, of course). Known options comprise the implementable ones, but also those known but rigorously out-motivated by the actor (e.g. as old-fashioned, or too dangerous, or because a real leader just doesn’t do a thing like that). Unknown options may be recent scientific designs (say, a new agroforestry system or incentive system) or methods applied elsewhere (say, an in-household system of separating domestic waste fractions). Strictly speaking, unknown options will not explain much about the actor’s choices. Including them may be relevant for enhancing the policy relevance of the research, however, if the options discussed with the actor are selected for their potential contribution to the environmental problem. This point also shows that 'potential options' typically has a relatively large input by the researchers themselves ('etic', in the terms of Chapter 3), and a hook-on point for technological theory and knowledge.

The next element in the third explanatory layer is the autonomy of the actor, with respect to the action at hand. In the literature, 'autonomy' is sometimes used in a broad sense, referring to both the options and the motivational field. It then also comprises, for instance, moral autonomy as opposed to moral heteronomy (that is, being motivated towards something because other people say or show they are). Here the term is linked to options only. Roughly, it is the degree to which the actor can make true or protect what he, she or it wants to be true or protected. Stated formally in action-in-context terms, autonomy is the degree to which the actor can implement potential options towards which he is motivated; 'implementational capacity' might be an alternative term.
Figure 5D makes a subdivision into two types of ‘autonomy factors’. The first is termed resources; they are formally defined as everything that contributes to the actor’s implementational capacity. The constituent elements are all well-known; they may be summarized as follows:

- economic resources: (access to) capital, credit, budget, capital goods
- social resources: leadership position, social support, social network, acknowledged professional expertise
- cognitive resources: (access to) knowledge and information
- environmental artefactual-physical resources: (access to) shelter, land, trees, fishing grounds, waste recycling facilities and so on
- moral resources: support of acknowledged policy aims, traditions, religion, rights
- psychological resources: self-esteem, will power, daring (entrepreneurship)
- physical resources: time, health, bodily strength

and, as an addition for collective actors only, because they may fail because of internal disorganisation:

- organisational resources: the degree of internal integration (cognitive coherence, control over members), internal legitimacy of leadership, and so on.

This enumeration is not conceptually perfect in the sense of the terms and categories being logically exclusive and exhaustive. It is typically a list designed to work as a reminder during research, not a conceptual basis for theory building. Compared to most literature, it places somewhat less emphasis on economic and environmental resources (roughly, being rich) and somewhat more on the less conspicuous elements of autonomy, so as to encompass the full range of what Bourdieu (1986) has called economic, cultural and social capital.

Increasing the resource base upon which environmentally desirable actions draw is an environmental policy option often used in ‘community-based’ action in the Third World.233

Decreasing the resource base upon which environmentally undesirable actions draw is always a policy option, too, restricted, strictly speaking, only by ethical boundaries (e.g. decreasing actors’ health). Thus, undermining the social resource that goes with the institutionalized access to knowledge, either by a direct attack on professional expertise or by building up a countervailing research capacity, is an option for action and policy alongside the other, more conspicuous options (e.g. regulation or levies). Another of these options is to undermine the organisational resources of a section of your organisation that you do not like (e.g. an environmental section) by re-organising it permanently.

Some autonomy-decreasing factors are of special relevance to the design of environmental policies and have therefore been included in Figure 5D under the term

---

233 The environmental programme described in the Annex of Chapter 6 is a programme of autonomy enhancement of environmentally motivated actors, building these motivations on the physical, cognitive and moral resources of the poor and primarily focusing on enlarging the actors’ organisational, psychological and cognitive resources, with economic resource elements, such as credit, in a supportive role.
restrictions. Prohibitions (formal, informal and traditional, such as taboos) and the prescriptions and standards that go with environmental licences are an example. Moral obligations to protect the environment (the negative counterparts of the 'rights' in the resources list) are another. Of course, only effective restrictions count here. If a formal prohibition or other restriction carries no moral, financial or other consequences for the actor, it has no role in the explanatory analysis.  

The next two elements in the third explanatory layer are attached to the 'motivations as interpreted' element. Roughly, the three elements in the motivational triangle relate to one other in the same way as the three elements on the options side; 'interpretation' is the difference between the lower and the upper 'advantage and appropriateness' elements ('objectified' and 'as interpreted'). Making this distinction is especially important because it marks the separation between structural and cultural factors, as we can see in Figure 5D. 

The first element found is 'objectified' advantage and appropriateness. The new term here is 'objectified'. It denotes that which results when we, preferably together with the actors, peel off, as far as we can, the interpretative mantle from the 'motivations as interpreted'. In formula form: 'objectified' = 'interpreted' minus 'interpretation'. At an abstract level, this may sound conceptually difficult. In daily life, however, 'objectifying' is a process that all actors and researchers essentially know how to perform. Even if we usually describe faces of friends, say, in highly interpreted terms like 'beautiful', 'strong', 'expressive', we will also be able to describe these faces in more objectified ways, more in terms of, say, a police report. Another example may be taken from DiMento (1989), who reports that commercial firms, when considering whether or not to comply with environmental regulations, will tend to respond differently to criminal sanctions than to non-criminal ones, even if the expected economic cost of non-compliance (say, the fines or the levies) are equal. Criminal sanctions have a higher deterrent power, but also evoke a greater risk that 

---

234 Analogous to what has been discussed with reference to the potential options, a practical choice has to be made when a restriction lies somewhere between the totally effective or ineffective, as is often the case. For instance, tropical forest timber licencees may be prohibited from simply cutting trees without replanting. Formally, then, timber stand improvement is the only option available to timber licencees. Yet, they usually prove to follow a grab-it-and-run option because in practice, the prohibition only works as an extra cost, namely the price of paying your way along the timber checkpoints, the harbour officials and so on. In these cases, the prohibition, in its pay-your-way manifestation, in fact functions in the 'motivations' element of Figure 5D. 

235 As a more technical point, it may be remarked that autonomy, although only connected to 'implementable options' in Figure 5D, may also play some role in the motivational field. An example is the fact that a low level of resources may motivate actors to follow a risk aversion strategy, that is, to be motivated towards options with a worst possible outcome that is not too bad, even when its average outcome is less advantageous or appropriate. More of these 'missing connections' of Figure 5D are treated in the last subsection. 

236 Hence, the term 'objectified' here (as in Chapter 3) does not refer to fundamental discussions of 'objective' versus 'subjective', or 'subjective' versus 'real'.
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the regulation will be completely rejected. Discussing with the actors why this is so will bring the purely economic costs in the 'objectified' element of Figure 5D, and the difference between the civil and criminal nature of sanctions (for instance, the rejection of being treated as a potential criminal) in the 'interpretation' element. As a general rule, the 'objectified' element will often contain descriptions of motivational factors in simple quantified terms, such as economic costs and benefits, working time, travel time, calories in food and firewood, expected toxic substances intake, numbers of good relationships, kilometres of distance and so on.

The element of objectified advantage and appropriateness also includes the phrase in the life-world. \(^{237}\) Life-world is defined as all decision-relevant phenomena the actor encounters, ranging from, say, the gasoline price at the pump to the actor’s recreational lake or the actor’s family. Thus, life-world is a collective term for a selection of elements out of the actor’s contextual microstructure and macrostructure. Formally speaking, Figure 5D could do without it; what else besides decision-relevant phenomena could there be to interpret? I have included it, nevertheless, for three reasons. First, confusion sometimes arises (for instance, in De Groot, 1990) as to how to call that set of things relevant to the actor’s decision; being ‘everything around the actor’, should not it be called microstructure? Secondly, adopting the term helps to protect against too automatic systems thinking; microstructure and macrostructure are systems (loose systems, often, but with their own boundaries, system characteristics and so on), but life-world, including its environmental elements, is not. All of its elements may themselves be parts of micro and macro structures (including ecosystems), but life-world itself is an aut-ecological, not syn-ecological phenomenon. \(^{238}\)

The last element at the third explanatory level is ‘interpretation’, defined as the cultural and psychological opinions and ways-of-looking that give weight, coherence, shape and colour to the ‘objectified’ motivational factors. ‘Cognitive and affective’ has been added as a reminder that interpretation is more than a cognitive process, as suggested by such frequently used terms as ‘perception’ or ‘cognitive filter’. Often, the cognitive and affective aspects of interpretations will be closely intertwined. People who discover that they are living in houses built right on top of a covered-up chemical waste dump will often show very fierce reactions, much fiercer than might be explained by the ‘objectified’ health risk only. The objectified health risks appear to be greatly enlarged in the actors’ cognitive interpretations. This is probably connected to an affective source: people are threatened in their basic sense of their capacity to

\(^{237}\) The term is taken from the German sociologist Schutz (e.g. Schwartz and Jacobs, 1979: 195).

\(^{238}\) Thirdly, the term life-world elucidates some other important terms in social scientific literature, such as ‘incorporation’, ‘alienation’, ‘fragmentation of the life-world’ and ‘penetration of the state into the life-world’. They all refer to the fact that in modern society, the life-world tends to become filled with elements of the actor’s macrostructure, that is, as will be defined below, systems the actor does not meaningfully participate in. Examples are landscapes filled with agriculture ruled by and working for anonymous world markets, and the penetration of regulations designed in far-away political processes and enforced by faceless bureaucrats.
rule their own lifes. The intrusion of a dark power into the very soil you live on makes the toxic substances poisonous to more than 'objectified' health only. As a general rule, large discrepancies between 'objectified' motivational factors and their 'as-interpreted' counterparts (actors exaggerating, ignoring and so on, when viewed from the outside) will often point to strongly affective sources of interpretation.

As drawn in Figure 5D, the element headed by 'interpretation' extends into the fourth explanatory level without causal arrows. This has been preferred in order to avoid the suggestion that people have separate boxes of 'interpretation', 'world view' etc. inside their heads, and in order to indicate that here the researchers, too, should shift their interpretation and language away from concepts like 'factors', 'causes', 'systems' and so on towards the concepts and language of interpretative sociology and philosophy. The actor's interpretations are then to be seen as the emergent expressions of deeper, underlying world views.

Fourth layer: microstructure, macrostructure, interpretative frames, self-image, world views

At the fourth explanatory level we arrive at the 'culture and structure' basis of an actor's decisions. Before treating the elements in Figure 5D separately, let us first have an overall look at them.

The concepts of structure and culture are virtually all-pervading in social science. With respect to the explanatory purpose of this chapter, for instance, we may note that 'grand theories' about the roots of the environmental crisis usually emphasize either structural aspects (e.g. neo-marxism) or cultural phenomena (e.g. White's well-known 'historical roots' in Christian religion). This phenomenon of confining theory to either structural or cultural determinants is also visible in actor-oriented literature, e.g. in rational choice theory and symbolic interactionism, respectively. With this in mind, Orlove (1980) ends his overview of ecological anthropology with a plea for the discipline to entertain a more balanced position on the role of structure, culture and environment. Thus, this is one of the crucial points for the action-in-context approach to be a balanced methodology, not funnelling researchers into a single, biased direction; culture and structure should both be fully present in the action-in-context framework. Checking this requires some technical elaboration.

From the overview given in Cardwell (1971), it can be inferred that culture may be defined as the socially transmitted and acquired knowledge, belief, art, morals, law
and any other capabilities and habits of actors.\textsuperscript{240} Culture, then is located in society at two levels:
- inside the actor ('acquired')
- outside the actor, captured, as it were, in the process of being 'transmitted': the content (not the institutions) of science, religion, art, law etc.

By means of these two 'locations' of culture we may define two logical complements of culture, lying, as it were, on both sides of it. The first is: everything non-cultural inside the actor. The second is: everything non-cultural outside the actor. These two, logically filling the space of everything there is except culture, delineate 'structure' and 'idiosyncracies', respectively. Hence:

- \textit{structure} is everything outside the actor, including physical artefacts and the natural environment, and including the institutions and products of science, religion, art, law and so on (thus excluding their content)\textsuperscript{241}
- \textit{idiosyncracies} are the 'self-generated', not acquired knowledge, beliefs etc. of actors.

Now, we can take a look at Figure 5D and check if it indeed contains all three concepts now defined. We then see the following.
- 'Interpretations', 'interpretative frameworks', 'world views' and 'self-image' clearly contain the core of culture, in its 'inside-the-actor', acquired aspect. Culture in its external, collective aspect is absent; it will be discussed further in the next subsection.
- 'Interpretations', 'interpretative frameworks' etc. will only seldom be purely cultural; many will also have idiosyncratic components. The latter will especially come to the fore in explaining differences between individual actors. As such, they will often be of less relevance than the more general and stable cultural components, since environmental science is usually concerned with relatively stable activities of relatively large actor categories.\textsuperscript{242}
- Not all culture is captured in the 'interpretations', 'interpretative frameworks' etc. elements of the figure; potential options, for instance, although only connected to the 'structure' elements, will also have a basis in the acquired, cultural knowledge.

\textsuperscript{240} Here, I follow the classic definition of Tyler, 1871, cited in Cardwell. This definition is in basic agreement with that of Nesbit, but differs from those of Abrahamson and Lundberg in that it excludes the material products (artefacts, towns, landscapes) of knowledge, beliefs etc. This is not problematic for the question pursued here, because these products are fully included in our definition of \textit{structure}. Hence, they are fully in the action-in-context framework.

\textsuperscript{241} We may note that we can come to know structure only through people's minds (hence, culture). This includes our own interpretations, the interpretations expressed by research respondents and the more objectified interpretations (data and theory) of science, and all possible mixes and in-betweens (cf. 'emic' and 'etic' in Chapter 6). Spatial structure, for instance, may be structure directly interpreted from what we see around us, or the 'mental maps' of the actors (Downs and Stea, 1977), or the objectified maps of geography. Structure it stays all the way, however.

\textsuperscript{242} Large collective actors will often be an exception; 'corporate culture' may be idiosyncratic to a significant degree.
of the actors. Since I do not expect researchers to become confused at this point, I do not regard it as a serious problem. Concluding, it can be said that the action-in-context framework satisfactorily lives up to Orlove’s requirement that it does not bias researchers towards developing only structural or only cultural explanations.243

After this brief exploration of the culture concept, we may turn to structure, the first elements found in the fourth layer of Figure 5D. The concept is substantiated below, in a form that may serve as a research checklist.

Social structure consists of:
- social entities that may themselves be actors: people, family, corporations, the state, churches, the institutions of law and so on
- relational fields between these: personal networks, institutional networks, war, formal power hierarchies, global interdependencies, markets, causal networks (the 'actor field' of the previous section) and so on
- categories of actors sharing one or more characteristics: classes, age structure categories, status categories, occupational categories, religious categories, tribes and so on
- spatial patterns of the above elements or other characteristics (unemployment, trade flows, diseases and so on).

Physical structure consists of:
- man-made physical infrastructure: roads, telecommunications and so on
- products and spatial patterns of people-environment interactions: cities, landscapes and so on
- spontaneous ('self-ordering') structure: nature.

Of these, only the first and the last category may cause things in the direct sense of the term; only these have telos and the equipment to see, decide and move something else. All categories, however, may indirectly cause things. An individual actor, for instance, will think twice before moving with his family to a region with a high unemployment rate; a corporate actor may reach the opposite decision based on the same spatial pattern. Both ways, the spatial pattern of unemployment, a macro-structural ('system') characteristic, co-determines the decision to move.

For the action-in-context framework, the most important distinction within the structure concept is between micro-structure and macro-structure, as shown in Figure 5D. Why this is so will become clear after they have been defined.

Often, micro and macro are equated with small or large in the spatial sense. The state, for instance, is then always macro. For explanatory work, this is not a relevant criterion, however. If we want to explain why an actor responds differently to the 'small' or 'large' systems he is participating in, small and large have to be defined in

243 Phrased in economic-anthropological terms (Emerson, 1981), the framework encompasses the formalist and substantivist points of view. For an analogous discussion with respect to actor models, e.g. rational choice theory versus the influence of social norms (culture), see Section 5.7.
an explanatory relevant way. Then, the assumption may be that the actor will respond differently to systems that do or do not respond to him. Micro-structure (social and physical) then becomes the structures in which the actor makes a difference, while macro-structure is where the actor does not. Typically in social micro-structures, actors know each other, they are involved in many and multi-level exchanges at the same time, and often develop a sense of belonging and solidarity. Because of this, micro-structure reciprocity is fundamentally different from the single-commodity reciprocity of the market place\textsuperscript{244}, and social control is a characteristically micro-structure phenomenon.

The difference this makes is shown, for instance, by the countless well-managed common property resources in the world, for instance, the grazing lands, forests and water resources run and protected against outsiders by rural communities. All these, as far as I know, are ‘micro-commons’, managed by actors who know each other and control each other by means of their multi-level interdependency. ‘Macro-commons’ do not seem to exist, or rather, they are the ‘collective goods’ and the ‘free access’ situations for the analysis and management of which quite different concepts and instruments apply (externalities, levies and so on).

A second example of the relevance of ‘micro’ versus ‘macro’ may be taken from the protection of meadow birds in the Dutch lowlands, one of the Netherlands’ outstanding natural values. Somewhat simplified, two systems are at work to stimulate the farmer to protect the meadow birds breeding on his land. One is a micro-strategy: local volunteers, in close social contact with the farmers, count the nests, mark them with small sticks in the grass so that the farmer may mow around them, and so on. The other one is a macro-strategy: a regional incentive system, implemented from a distance by relatively anonymous civil servants. Both systems, although limited by lack of funds and other such factors, work well. Mixing them, however, is tricky; the response of the farmer to a micro-approach may be incompatible with his response to a macro-approach. This will be returned to in the next section.

Now, we see that ‘micro’ is conceptually independent of physical scale. A worldwide scientific community of specialists is a micro-structure to its members. A multinational corporation drafting a cost-benefit analysis for a new investment is a single-actor situation, and the economy of it is rightfully called micro-economy. Even more importantly, we see that for explanatory work, the distinction between micro and macro is actor-dependent. For most individual people, for instance, war is a macro-phenomenon that just overcomes them. If we want to explain why a war has started and how it is waged, however, we should first look at who the actors are (the states, the generals) and then analyze the war as a micro-situation, a strategic interplay of actors responding to one other. The same holds, for instance, for the oil market. It is

\textsuperscript{244} Emerson (1981) explains this difference in terms of the domains of economic (market) theory and social exchange theory, i.e. theory of the patterns of reciprocity between actors in social networks; Sahlins’s (1974) “generalized exchange” is often seen as the ‘most micro’ form these exchanges may take. The concepts of Gemeinschaft and Gesellschaft roughly denote the same micro-macro distinction.
a macro-structure for almost all actors, but a micro-structure for OPEC member states.

As an example from the environmental field, consider the North Sea. For the individual fisherman, the North Sea fishery is macro-structure. His actions do not make a significant difference, either to the North Sea or to the other fishermen, whom he cannot influence or make some 'sustainability deal' with. For the states surrounding the North Sea, however, the North Sea is micro-structure. They could manage the North Sea as a commons, and why they do not do so must differ from why the fishermen do not.

Concluding, some social and physical structures, patterns and processes will always be micro to the actors that participate in them. The family, for instance, would not be family if it were otherwise. The 'perfect markets' of economy are always macro, by definition. For very many structures it is an open question, however, whether they are micro or macro for the actors under consideration. This also holds for the design of solutions. Sometimes, for instance, solutions are found through a micro-translation of macro-situations. We saw this, for instance, in the case of meadow bird protection, and also in the examples of Chapter 7. In other instances, solutions may be found by 'macro-ing' actors, so to speak, so that the problematic situation is made into a micro-situation245; national fishery organisations could, for instance, work out a non-governmental solution for the North Sea fishery problem.

Finally in Figure 5D, we encounter the deeper levels of the element headed 'interpretations': the 'interpretative frameworks' and 'self-image, world view'.

Interpretative frameworks denote the patterns underlying the actor's specific interpretations in specific decision situations, e.g. the way the farmer sees his land (as a commodity, for instance, or as a source of craftsmanship's pride), the deeper images and meanings a commuter associates with his car, the actor's basic attitudes towards the government institutions he deals with, and so on. The 'domains' or 'modes' of moral reasoning, to be discussed in the next section, are another concept to describe interpretative frameworks. One step deeper lie the actor's self-image and world view, defined as the images of the fundamental structure of the self and of the world. Basically, these are what 'keeps the actor together' as an actor.246

Chapter 7 is largely a discussion of how to approach research in this field, so that there is no need not go into the matter here. The same holds for world views, Chapter 8 giving an overview of what they are and why philosophers and social scientists often identify them as a fundamental root of the environmental crisis. This section is there-

---

245 Or, as Section 5.8 puts it, the 'free access' macro-situation is changed into a 'commons' micro-situation.

246 The concepts of 'interpretative frameworks' and 'self-image' have their counterparts in social psychology, namely, the 'self-schemata' and 'self-concept' of Markus (1977). In the words of Eiser (1986: 242), "self-schemata are defined as the cognitive structures embodying networks of meaning associated with particular attributes, that together coalesce to form the self-concept."
fore rounded off by a simple example from the commuter case, reasoning 'downwards' in four steps.

Arriving at the element 'motivations as perceived and valued' of Figure 5D in the course of a progressive contextualisation, we may find, for instance, that one reason for preferring the private car to the bus is that one always has to wait for a long time for the bus. Then, in the course of 'objectifying' this motivation, it may turn out that this waiting time is usually ten minutes, and also that in his private car, the commuter usually also has to wait ten minutes, stuck in a traffic jam. Obviously, in the 'interpretation' element, there are two types of waiting, a 'bad waiting' that tends to enlarge the 'objectified' waiting time, and a relatively 'good waiting' that tends to go unnoticed in the actor's primary accounts. What might be the more general pattern, the 'interpretative frame', underlying this? At this point, we may conjecture that the following difference between waiting for the bus and waiting in a traffic jam is significant. Waiting for the bus is waiting in the trust that others (the bus) will come; others are taking the positive lead; the waiting, we might say, is passive, receptive. Waiting in the traffic jam is waiting for others to go, and doing what we can to hasten this; the others are negative, stand-in-the-ways; the waiting, we might say, is active, aggressive. This conjectured dichotomy of interpretative frameworks may be empirically grounded in several ways. We may discuss it with the actors, or we may explore whether it also has explanatory value for other things the actors do, or we may try to find a correlation between the conjectured frameworks and other characteristics of actors, say, their age, class or sex. It does not seem unlikely that we may find the values our actors attach to the two types of waiting to be correlated with gender characteristics. If this were indeed the case, we may pursue the explanation one step deeper, tying the interpretative frameworks to actors' self-images and world views in some more general masculine/feminine schema, as discussed in the next section and Chapter 12. That way, we would establish an empirical link between decisions of commuters and deeper, cultural phenomena ('roots').

Next steps

This section has been a step by step discussion of the 'going deeper' component of action-in-context, depicted in Figure 5D. In drafting that picture, I tried to accommodate all the basic concepts of relevant social science, but from then onwards, I paid more heed to Ockham's razor than to the law that everything is connected to everything else. In other words, the number of causal linkages between the elements (concepts) has been kept to a minimum. Roughly, I have emphasized the causal linkages that lead directly up to the decisions with respect to the action to be explained. Following these linkages downwards, one finds the options, motivations and so on as they happen to be at the time the decisions are made. For this reason, for instance, the large element of 'interpretation, interpretative frameworks, world view' stands unconnected to other elements in Figure 5D; actors are found to simply have them.
Obviously then, a next research step may be to ask how all these 'instantaneous' options, structures, interpretations etc. have come about. Then, causal linkages other than the ones depicted in Figure 5D may turn out to be relevant. Focusing for a while longer on the element of 'interpretations, interpretative frameworks' etc., the following influences may be identified.

- When actors find themselves doing something against their priority motivations or norms of appropriateness (for instance, because there is no other option), they may begin to ease this tension of 'dissonance' (Eiser, 1986) by adapting their moral norms or cognitive interpretations. In terms of Figure 5D, 'action' then influences 'interpretative frameworks', forming a feedback loop.

- Somewhat analogously, Elster (1989) states that actors may partly adapt their preferences to the opportunities they have. In terms of the figure, 'options' then becomes causally linked to 'motivations'. Also, Elster states, actors may partly adapt their social norms (in our terms, interpretations concerning appropriateness) to their motivations of self-interest (in our terms, advantage).

- At a deeper level too, structure of course influences culture (world views) in many ways. Class consciousness and cultural adaptations to the physical environment are examples.

- The same causal linkages work the other way around as well. Options, for instance, are created by what actors are motivated towards, e.g. on a small scale, by the continuous crop experiments of Third World farmers or, on a larger scale, by science and technology policies. Structure and culture 'reproduce' each other, remaining semi-autonomous at the same time.

A second example concerns the concept of environment as part of the 'structure' element in Figure 5D. This environment is defined primarily as the decision-relevant environment, as seen and valued by the actors.247 The more actors one includes in the actors field (cf. previous section), the wider will become this "decision-making environment", as Vayda (pers. comm.) calls it. Still, it remains the environment as seen and valued by the actors. A next research step, then, may be to ask how this environment works or has come into being, irrespective of whether the actors are aware of these patterns and processes (e.g. sea currents or geological movements). Then, one moves into the wider context of the "explanatory environment", of which the decision-making environment is a subset.

```
247 EMIC, in Chapter 3.
```
further. The next steps, however, open up all kinds of ways for building historical
explanations, all of which may be relevant within the bounds of the guiding principle/criteria.

Let us, by way of example, consider the case of farmers growing rice in a swamp
environment where growing coconut or gathering sago seems much more rational,
both in economic and sustainability terms. It may transpire that the growing of rice
is caused by outside political and cultural pressures, which in their turn may be
explained, a-historically, through the options and motivations of the secondary,
political actors in the actor field, as shown, for instance, by Persoon (1989) with
respect to rice and sago in Siberut. In other cases, there may be no such identifiable
pressures, as is the case, for instance, in West Sumatra, where Javanese immigrant
farmers continue to grow rice in spite of rapidly decreasing yields, side by side with
their Buginese neighbours who make a better and more sustainable living by watching
their coconut trees grow (Tanaka, 1986). In this case, explanations are historical; the
Javanese reproduce a 'rice culture' that once was economic and sustainable in their
homeland.

Another way to 'historicize' the action-in-context framework is by repeated,
historical application. Taking another example from the Third World, consider the
case of the Mandara mountains in North Cameroon, most of which are still densely
populated and beautifully terraced, but from which people are migrating out to the
surrounding plains, causing the terrace systems to fall apart (Riddell and Campbell,
1986). In such a case, a normal action-in-context analysis may of course yield much
of the necessary explanation. More depth, however, may be gained by asking the
question why the farmers ever moved to the mountains in the first place. Then, one
can apply the action-in-context framework to the circumstances (options, motivations,
environment, secondary actors, tenure, security etc.) existing about a hundred years
ago. In terms of the guiding principles of Section 5.3, 'seeking contrast' may be
seeking contrast through historical data.

Thoden van Velzen (1973) has criticized the actor-oriented approaches on four
grounds:
(1) an "insular vision" of the actor, neglecting his bondages to wider society, (2) a
"one-dimensional" view of the actor, planting in the actor only the advantage-seeking
homo economicus type of rationality, (3) an a-historical approach and (4) a "taking for
granted" of inequalities in society, mixed with a focus on the powerful only.

Looking back at this point at the action-in-context framework, we may note that
the development and operationalisation of the actor field concept (Section 5.5) effec-
tively seems to counter the first criticism. As for the second, it has already been
indicated that there is no need to make homo economicus assumptions for the action-
in-context framework to be unfolded; the next section will deal with this in greater
depth. The third criticism can be qualified, as indicated above. The fourth criticism
requires some attention here.

First, it cannot be said that action-in-context focuses on powerful actors from the
outset. It starts out with the actors directly connected to the actions under consider-
ation, be the commuters, women, small farmers or any other category. Subsequently, however, action-in-context is consciously designed to lead the researchers to the actors with power; the causal linkages of the actor field are power linkages by definition. That, after all, is what explaining social events and activities is all about! In that sense too, inequalities are taken "for granted", kept away from the researcher’s possible urge to change them. That urge, in the last resort, is better served by researching the patterns and workings of power than by disclosing the resources and networks of the poor, the powerless and the oppressed.

There are two ways to supplement (not alter) this basic standpoint. One is suggested by Thoden van Velzen and remains within the bounds of explanatory research. The other comes into focus when the matter is viewed at the level of the problem-in-context framework as a whole.

The suggestion of Thoden van Velzen is simply to pay more attention to actors (categories, groups, strategies) that do not enter the picture of power at first sight. On a second look, these actors may prove to have all kinds of more diffuse influences, e.g. by posing a constant risk that opposition may flare up. One then draws up a more subtle actor field than by considering the more visible actors only. An example of what Thoden van Velzen has in mind may in fact already have been given in our treatment of actor identification in the case of goat-keeping considered in Sections 5.5 and 5.6 with respect to gender and 'close actors'.

Certainly not all social categories of potential interest can be drawn into explanatory research this way. With respect to many environmental problems, there will be categories of people that are just pawns or just victims, without significant power in reality and hence without explanatory power in explanatory research. At the level of the problem-in-context picture as a whole, however, we note that explanatory research (action-in-context) is not the only area of social science relevance; the full list has been enumerated at the outset of this chapter. The normative variables of problem-in-context provide a full opportunity for researching and visualizing people not only as problem causers but also, be they the same or different people, as problem victims and potential problem solvers.

In fact, many 'bottom-up' solutions to environmental problems are found by making actors out of pawns and victims. Here, I may refer back to the concept of potential actors treated in Section 3.8.

In the previous section, it has been said that the primary actor field analysis may be rounded off by a secondary analysis, focusing, for instance, on the question to what extent identified actors belong to one or several elite networks. The same applies to the 'going deeper' analysis per actor. 'Next steps' of this kind are distinguished from

---

* The identification of more diffuse and 'latent' actors may be seen as part of the guiding principle of giving contrast to the research data (Section 5.3).

240 Analogously, many 'top-down' solutions are found by turning problem causers into (co-)victims, e.g. through levies, juridical liability or other means to 'internalize' the externalities of their actions (Section 5.8).
the preceding ones in that they do not entail the search for new data, but rather work as a rearrangement and reinterpretation of the data already found. Secondary analyses will be especially worthwhile when the actor field and the analysis per actor are combined, that is, after one has gained the overview of options, structure, interpretations and so on for all actors involved. Inspirations as to what secondary questions to ask will usually arise during the research. There follow some general examples of possible directions to take.

- **Role of the state.** Taking all government actors together, environmental and non-environmental, what is their impact? Do they work against one other? Do they exhibit a single frame of interpretation with respect to the problem? What categories of people (rich, poor, men, women etc.) are the prime beneficiaries of state action?

- **Macro-structural contexts.** Each actor will be connected to several macro-structural systems, processes, patterns; viewing these together, can they provide a joint description of 'the' macrostructural context? How do institutional, economic and geographic elements relate to one other?

- **Culture versus structure.** Which of these plays the most important role? Are they in some way, linked?

- **Micro versus macro.** Do micro-structures play a role significantly different from macrostructural factors? Could the strengthening or creation of collective actors be a policy option to 'microfy' the problem situation?

- **Roll-offs and dilemmas.** Which of them is the most important? Do they show an overall pattern (e.g. centre-periphery)? Do or could local communities act as a shield against depletion of the environment by far-away actors who are unattached to the environment?

- Do present policies address the most important actors and factors?

- And finally, the general round-up of options for action and policy is the crossover to the 'designing research' follow-up of the explanatory analysis, as discussed further in Section 5.8.
5.7 Actor Models

Actor models are more or less formal sets of ideas about how actors process facts and values to reach a decision. Obviously then, the application of an actor model is at the core of any actor-oriented explanation of environmental problems. Yet, it is not illogical that this section on actor models should follow the previous three, which laid down the core of the action-in-context procedure. As explained earlier, an actor model has in fact already been there all along, namely, the human-ness of the researchers themselves. Putting it in more direct terms, if you have not been at a loss for an actor model for understanding the preceding sections, this has been so because you have already taken yourself, supplemented with your everyday knowledge about other people, as the implicit actor model. Action-in-context can be fully elaborated simply with 'actor', not 'actor model', at the top of Figure 5D and all others.

There are three reasons, however, for including this additional section. The first is that it provides an opportunity to give a number of examples supporting my advice not to slip away too easily from everyday knowledge into one of the actor models prevailing in social science theory. The second reason is to explicate the basic content of these models and discuss their implicit consequences. And finally, I will try to formulate a 'model' of my own, not because it is something new with respect to your everyday knowledge, but because it is slightly more formal and theory-rooted, so that it may serve as a second step in a 'grounded' research approach.

Rational choice theory

Dominating social science theory from Hobbes onward (not only economics, but also sociology, social psychology and anthropology) is the model of the actor as *homo economicus*. It roughly says that actors analyze each problem situation in terms

250 The environmental disciplines are no exception. Hawley's "compulsively expansive" actor has already been mentioned. Another interesting case is Hardin's (1968) "Tragedy of the commons". In environmental science circles, this article was not received as one inspiring view amongst others; it had a paradigmatic impact resonating to this day. Often, for instance, instruments for environmental policy are still conceptualized as only either coercion or incentives, that is, either taming the self-seeking, advantage-oriented actor, or influencing his balance of personal costs and benefits. Hardin's picture of the iron logic of the tragedy of the commons resonated deeply with the culturally rooted image of *homo economicus* as the bearer of true, real rationality (Goodin, 1982). Against this background, it is not surprising that the countless contributions toward more realistic theory (e.g. Runge, 1984; Galjart, 1982) and research exemplifying well-working commons (e.g. Cox, 1985; Shepherd, 1989) or large-scale organisations based on benevolence (e.g. Titmuss, 1973, comparing the English and U.S. systems of blood donation) were only slow to have an impact. We will have to live for a long time with ideas such as the one lamented by Kimber (1981) at the end of his analysis of 'rational' choice theory, "that the Council for the Protection of Rural England is really organized, not to protect rural England, but to provide wine and cheese parties for its members".
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of costs, benefits and individual advantage. In a more detailed form, the model states that:
- actors have a number of clear-cut objectives and means to satisfy them;
- these objectives concern the actor’s self-interest only, not other people’s or the quality of relationships;
- these objectives are ‘flat’, one-dimensional; utility (advantage, gain) is what counts, not, for instance, care for others, trustworthiness or a special cause one may be dedicated to;
- the means are characterized by continuous ‘utility functions’, more of which always mean more satisfaction; actors, in other words, are insatiable, and scarcity is therefore a predominant feature of the world around them;
- decisions are not reached contextually (that is, staying close to the story told by the specific problem situation), but by weighing costs and benefits in an abstract calculus;
- this calculus is not assumed to describe one aspect of human reasoning, at work alongside others in a strength co-determined by the type of problem situation, but the human rationality, of everybody, fully, all the time.

At the collective social level, the model automatically gives rise to the picture of the isolated, expansive ego surrounded by other isolated, expansive egos in an environment of scarcity. Actors then have to be protected against one other by assigning to them not only rights, but also obligations. Conflicts between actors are then adjudicated through another abstract calculus, which is the collective-level counterpart of the individual-level homo economicus, the ‘ethics of balancing rights and obligations’. These ethics will be discussed later in this section, contrasted with the contextual ‘ethics of care’.

The homo economicus actor model is usually referred to as rational choice theory. It implies that if you approach a problem situation in terms of, say, compassion, self-esteem or the protection of a collective good, you are either considered irrational or you are confronted with a homo economicus theory stretched to such limits that it encompasses everything, e.g. telling you that you obviously have a psychic need to be compassionate out of self-interest, and that you obviously have calculated and weighed the costs and benefits of satisfying it. The term ‘rational choice theory’ also illustrates the model’s normative tinge: all people, including policy

---

251 See, for instance, Goodin (1982) about the ‘internal cost of lying’. Most of the ‘attitude and behaviour’ models of social psychology belong to this ‘stretched homo economicus’ class, in which moral considerations are ‘egotized’ by including them in the cost-benefit balance; see, for instance, Eiser (1986, Chapter 4, especially p. 64). These models, because of their broader character, require more data gathering but are subsequently better predictors than the strict ‘economicus’ model. Discussing them does not serve heuristic purposes in this section; they may be taken as a ‘third stage’ model in the sense explained later in this section.
makers, *should* describe and handle problem situations the flat *homo economicus* way.  

In many respects, flat man theory looks like flat earth theory; that theory is also good enough in some cases, and it, too, can be stretched very far to 'explain' ill-fitting facts in ever more far-fetched and complicated arguments. Once caught into the flat man theory web, social scientists usually do not escape; let me take Douglas (1987) as an example here.

The major theme of Douglas’ book is set by the observation that

"The theory of rational choice, developed on the axiomatic structure [of the sovereign individual] has unsuperable difficulties with the idea of solidarity" (p. 8).

"Something is going on in civic affairs that the theory of rational choice does not capture." (p. 30).

Thus, the creation of collective goods cannot be accounted for in current rational choice theory. Usually, Douglas goes on to say, theorists who acknowledge this restrict the domain of rational choice theory, exempting from it the small-scale organisations in which "interpersonal effects" may arise (p. 21). Douglas rejects this exemption. With this, I basically agree; if other rationalities accompany the *homo economicus* in micro-situations, there is no reason to assume that they would not do so in macro-situations, especially when research suggests that they do. Douglas, however, arguing that rational choice theory is the only possible basic model proceeds to subsume all micro-situations under *homo economicus* reasoning:

"The individual cost-benefit analysis applies inexorably and enlighteningly to the smallest micro-exchanges." (p. 29).

Then, what is it that rational choice theory does not capture, in micro as well as macro situations? What, if not 'interpersonal effects', can account for the creation of collective goods? *Trust* is what does it, Douglas states, the "certainty about the other person's strategies" (p. 55). What is the basis of this certainty? Shared knowledge and shared beliefs, a "system of knowledge" (p. 30). And how does a system of knowledge arise?

"How a system of knowledge gets off the ground is the same as the problem of how any collective good is created." (p. 45).

Then, how are collective goods created? There is no answer. There cannot be, because this is the very problem the analysis started out with. As Hechter (1990) concludes, "the chasm between the [real-world] issues and the game-theoretic analyses [of

---

252 It is, of course, also because of this normative tinge that *homo economicus* theories should be approached critically. That is not my argument here, however.

253 Roughly, the 'micro-structure' of the previous section.

254 See, for instance, Titmuss (1973), Kimber (1981) and the bee programme quoted in Chapter 6.

255 For reasons I will set out later.
rational-choice theory] seems no less wide today, after a long period of research effort, than it was more than a decade ago".

The theory of the flat homo economicus, like flat earth theory, goes round and round, or winds up in impossibly complex explanations for the simplest of things. Flat earth theory has an alternative, in which the earth is round and the reasoning is 'flat': it easily accounts for both the flat-earth experience of daily life and the more general, scientific observations. A 'round man theory', analogously, assumes people to be 'round', not one-dimensional, in order for theoretical reasoning to go 'flat', accounting for everyday experience and also providing a broadened basis for theoretical understanding.

**Contours of an alternative**

An actor model that more fully acknowledges what is human may be built up by distinguishing between different modes of describing situations of choice and deciding upon them. Elster (1989), for instance, asserts the reality and autonomy of reasoning in a 'social norms' domain, as opposed to reasoning in a 'rational choice' mode. Analogously, Goodin (1982) distinguishes 'moral domains'; Jack and Jack (1989) speak of 'moral visions'; Cheney (1987) of different 'ethics'. Homo economicus, accompanied by its collective-level 'ethics of rights and obligations', will certainly be one of these modes or domains, because it is an obviously consistent mode of reasoning that plays a role in many of our decisions. The contours of two other modes may be intuited from Douglas (1987), by looking at some terms in which she frames her problem with rational choice theory and its 'solution'. Solidarity is a problem, trust a solution, and this solution is reached "without invoking (...) a need to maintain self-esteem or the pleasure of giving." Associating solidarity with giving and trust with self-esteem for reasons and in ways I will elaborate later, the following three moral modes or moral domains (ways of describing and acting upon problem situations) may primarily be distinguished:

- 'homo honoris' mode (H): self-esteem, trustworthiness, wish to be respected by others, ...
- 'homo economicus' mode (E): self-interest, costs and benefits, abstract calculus, 

---

236 Strictly speaking, homo economicus could be called the negation of being ethical or moral. Yet loosely calling all domains 'ethics' or 'moral modes', I comply with the above authors. The formal definition of the domains, however ("modes of describing....." etc.), is independent of what one considers to be moral or ethical.

257 See, for instance, the gift economy, associated with the ethics of care, versus the market economy, associated with the ethics of rights and obligations, in Chapter 8.
Below, I will formalize these three somewhat more exactly and put them in an overall picture. First, however, I will give them more substance by means of a few examples. The examples, in a way, advertise the 'honoris' and 'care' rationalities. This is because 'economicus' is already being advertised sufficiently, not because I think that the 'honoris' or 'care' modi are intrinsically better, morally. (Endless and violent family feuds, for instance, may be geared by 'honoris' reasoning. Care may come in contents and intensities with which children are choked rather than developed.) The examples begin with three typical everyday statements and conclude with five more complex cases from the literature. The capitals H, E, C refer to the three modes of reasoning.

(1) "I wish I were home...." (That is, a place where one is respected (H) and cared for (C) for what one is; *homo economicus* has no home).
(2) "A man of honour, a real leader, just doesn't do a thing like that." (H).
(3) "Arranging things this way seems quite efficient when considering the two of us separately (E), but at the same time, we won't really *meet* any more then." (C).
(4) DiMento (1989), reporting on the behaviour of business firms (which one would expect to be very E-inclined actors) has already been quoted with respect to the difference between the response to criminal and civil sanctions, a typical H-induced difference. Other H-influences on the compliance to environmental regulation are the findings that compliance decreases if "environmental commands to highly paid, highly respected corporate executives are created, communicated and enforced by people with lesser status"; but "administration that appears informed, fair, efficient and smooth generates respect for the regulator." In a 'honoris' perspective, giving in is often not so difficult as it may seem, but only if a respectable adversary allows for a honourable peace.
(5) In the Third World, rice grown in large-scale irrigation schemes is usually a men's crop. Siriwardena (pers.comm.) indicated that what happens to the money paid out to the men in one of these schemes depends largely on the social situation. If paid out to the men in the field, most of the money is spent on drink and showy personal articles, fostered, as we may imagine somewhat speculatively, by an all-male 'H-atmosphere'. If paid out inside the home, the money seems to enter into a different moral domain, and is shared with the family without quarrel (C). A difference like this could never be explained by assuming a single E-domain, since they are the same men with the same objectives, the same money and the same opportunities to spend it.

---

It may be noted that I here do not follow several other possible classifications of domains, e.g. (1) the anthroposophical triplet of economic sphere/legal sphere/cultural sphere, or (2) the classification of *homo religiosis/estheticus/faber*, or (3) quadruplets related to Parson's AGIL scheme or 'media of interchange'. My reasons here are largely intuitive, relating to heuristic value, pervasiveness and relevance.

For other C and especially H examples, see Elster (1989: 107-125).
(6) Jack and Jack (1989) investigated the distribution of two types of moral reasoning, the 'ethics of rights and obligations' (E at the collective level) and the 'ethics of care' (C) in a sample of U.S. lawyers. They found a statistical tendency for E-reasoning to be stronger in male lawyers and C-reasoning to be stronger in female lawyers, but also found that across their whole sample, responses to moral dilemma situations shift toward E in criminal law cases, and toward C in domestic law cases. Thus, people display a certain personal preference for processing problems in one moral perspective, but their moral responses also depend on which perspective the problem situation appeals to, analogous to the domain of 'entry' in the previous example.

(7) In the case of the Aguaruna manioc growers quoted in Section 5.2, we have seen that for the top four varieties, an E-strategy is followed. With respect to the rest of the manioc varieties, a generalized diversity pattern exists, associated with actors taking pride (H) in being a provider (C).

(8) Bolhuis and Van der Ploeg (1985), based on research in Italy and Peru, found that farmers, even when working under equivalent circumstances of markets, soils and so on, follow two contrasting farming strategies, "conceptualized as coherent patterns of interconnected folk [= emic] concepts used by farmers to interpret the conditions under which they operate, and to structure their labour process" (Van der Ploeg, 1986). The first strategy, called "I-domain", focuses on high and stable yields, to be reached through craftsmanship and care for the land ("cura" is the Italian term); it is C in my terminology. The second strategy, called "E-domain" coincides with what is also E in this section; in this reasoning, profit is the objective, land is only a commodity among others, and the basic strategy is flexible response to external market fluctuations.

Up to now, matters have been described in terms of 'modes of reasoning', 'domains', 'calculi', 'perspectives' and similar concepts, all indicating that the basic picture is of more or less self-contained frameworks of interpretation that cannot readily be mixed or added up. If you see the world in one perspective, you cannot see it in another at the same time; if a problem situation is 'processed' in one domain, it cannot be in another. If you relate to somebody else as a friend (C), you cannot at the same time ask direct financial payment for everything you exchange (E).

---

260 Jack and Jack's sample, roughly speaking, was single-culture and single-class. It is likely that other samples will display not only a gender influence on moral mode preferences, but also class and culture predispositions (Komter, 1985).

261 Interesting but more complex parallels exist between H-E-C and Sahlin's (1974) three modes of reciprocity.

262 This basic intuition is also visible in the Annex of Chapter 6, dealing with a participatory environmental programme in the Third World. There, it is simply stated that, if trusted, we will feel pride in being trustworthy (H), and if approached as homo economicus, we will start looking for gains (E).
Jack and Jack (1989) show empirically that people indeed follow different thought patterns depending on the type of case and context. The elements in these thought patterns (world view, type of responsibility, problem solving strategy etc.) cohere together within the pattern much more strongly than with outside elements; the patterns are thought systems in the true sense of the word. At the same time, Jack and Jack show respondents to be able to 'run' a specific problem situation through more than one thought system and somehow combine the outcomes in their final decision. How the choice and combination of calculi takes place remains unspecified.

Goodin (1982) gives an exploration concerning this question. Contrasting the domain of homo economicus with a domain of "taking morality seriously", his division of modes of moral reasoning is different from the H-E-C-scheme I use here. In the examples he gives from the "taking morality seriously"-domain, however, much of what is C-reasoning here shines through, as well as some H-elements. First, Goodin shows how rational choice theorists have tried to incorporate moral reasons in their E-models, as a simple addition to the costs and benefits balance. Then, quoting examples from daily life and social psychology, Goodin states that people do not work that way: "taking morality seriously" cannot be mixed with cost and benefit reasoning. A host (H) may go to almost any length to attract and please guests, but never offers money (E). Conversely, too, when financial incentives become attached to voluntary moral action, the action becomes "polluted", as Goodin calls it, and the action may simply be dropped. Money and "taking morality seriously" are incompatible. Goodin emphasizes this non-additionality, against the prevailing cost-and-benefit models, concluding that "material incentives destroy rather than supplement moral incentives". On the one hand, some of the examples in the (1) to (8) list above support this conclusion (e.g. in Bolhuis and Van der Ploeg: if farmers become more incorporated in the market-economy (E), land becomes a commodity, shifting from the C to the E-domain). On the other hand, Jack and Jack and other examples suggest that Goodin is overstating his case. It is unlikely, for instance, that DiMento's "people of lesser status" will be able to switch an executive's reasoning to a purely H mode; probably, H-elements here add on to or subtract from an E-oriented basic reasoning. Analogously, Vermeulen (1991) found that personal contact between executives and regulators had an additional effect on the effectiveness of an environmental subsidy.

Goodin's work was written before the publications of Gilligan (ref. Chapter 12), on which the 'ethics of care' formulations of Jack and Jack and many others are based.

The field experience mentioned in Kerkhof (1990), that farmers may prove to plant more trees if financial incentives for tree planting are removed, points in the same direction. Eiser (1986, Ch. 4) reports a number of social-psychological experiments in which incentives resulted in a reduced task output, because external incentives destroy internal motivations for the task.

Possibly, this is also caused by the difference in defining the domains. In the H-E-C-scheme, for instance, the 'ethics of rights and obligations' that goes with the E-mode at the individual level is not intrinsically less seriously moral than, for instance, the 'ethics of care'.
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All in all, we have now arrived at a basic idea of three domains of interpreting things and situations, and a basic intuition that the character of these things and situations somehow influences the domain in which they are treated. Moreover, the domains seem to be partly separate, but also to partly overlap, forming areas of more mixed, 'additional' reasoning. The middle picture of Figure 5E is an attempt to visualize this.

Before moving to a discussion of Figure 5E as a whole, two questions will be briefly addressed:
- why three moral domains, and why these three?
- and what are they, in more detail terms than the suggestions given until now?

I have opted to take three interpretative perspectives basically in order to avoid the suggestion of a rounded-off, closed pair, logically and substantively; three is the 'open' number. My three, I think, are real and they are important, but that does not imply that there are no others equally real and important, depending on the research problem or the cultural context. In the next chapter, for instance, focusing on interpretative thought styles specifically with respect to nature, we will distinguish between six views on the relation between the actor and nature, under which three more basic 'ethics' will shine through: 'rights and obligations', 'care' and another one, which is not the third one of this section.

In the H-E-C-scheme, E and C have been chosen because of their linkages to theory and empirical research. *Homo economicus* (rational choice theory; the ethics of rights and obligations) is the touchstone which no serious research and critique can ignore. The 'ethics of care' is an offspring of feminist research and theory building, the best summary of, as Gilligan (1982) puts it, the "other voice" (of women, and inside all of us). Putting in *homo honoris* is a more personal choice, supported by Elster (1989), whose list of social norms comprises many 'honoris' elements (codes of honour, work norms etc.). *Homo honoris* is certainly not an all-male affair, as shown (in my culture) by the struggle for female self-esteem. Also, as suggested for instance by the 'mother-mill' example in the Annex of Chapter 7, women have their own ways of showing off amongst themselves. Furthermore, homo honoris is not necessarily a marginal, additional-only set of reasons and ways. In the European Middle Ages, chains of reciprocal words of honour were the very backbone of society, running all the way from the emperor down to the peasant. In the summary of Ryan (1970):

"Thus in Marx's analysis, it was not mere prejudice which made the feudal nobility see the world in terms of reciprocal obligations, sanctified by catholicism and adorned by the morality of courtly love, chivalry and honour. (...) To see personal allegiances, not in terms of honour but on the basis of profit and loss would already be to be a bourgeois".266

Inclusion of the honoris mode of defining the world and acting upon it may facilitate the understanding of actors anywhere. It may also facilitate a more general 'cultural

---

266 For a wealth of details on medieval social structure, see Bloch (1961).
jump'. Almost certainly, I would guess, for instance, honoris reasoning can be shown to be statistically more prevalent in the cultures, Catholic and Islamic, around the Mediterranean than it will be around the North Sea.

Now, we arrive at the more formal substantiation of the three moral domains. For the economicus mode, I focus on the collective level here, since the individual (lone actor) model has already been mentioned at the beginning of this section. In the following table, E and C have simply been taken from the literature; the H characterizations are more home-spun, supported by Elster (1989) and the previous examples. Because of its source in non-environmentally oriented research, the table does not speak explicitly about the environment, excepting the ecosystem concept in the C-column, where it stands as a metaphor of people-to-people relationships. This does not impinge on its value, however. Firstly, much of what happens to the environment is caused by people-to-people affairs. Secondly, as we saw already in Bolhuis and Van der Ploeg, the environment (in their case, land) is implicitly included in the moral domains, in ways not essentially different from other actors or purely social problem situations. Below, I will explore this somewhat further.

In its sustainability aspect, the environment takes on the face of future generations. The morality of rights and obligations frames the future generations phenomenon in an abstract, formal language of rights, and arrives at an abstract, formal problem (e.g. Parfit, 1984): how can people that do not exist have rights? How can we then have an obligation toward them?

In order to see how future generations function in the ethics of care perspective, we may compare them to another type of 'non-actors' in the ethics of rights perspective, namely, animals and young children (non-rational, non-autonomous). With respect to them, the ethics of rights poses an analogously problematic question: how can such beings have rights? Now, imagine two parents standing before their new-born child. If you, as they, stick to this concrete situation (and contextual reasoning means sticking to the concrete situation), you see that nobody will frame abstract questions about rights or care (e.g. how can care be?) at all. Appropriate care is the question here (to be answered contextually), not care as such. Going back to future generations, the question for actual parents standing before their actual child is not essentially different from questions of parents-to-be about their future children, or the question our parents had with respect to us, or the question of all of us standing before all of them yet to come. Care can be appropriate or inappropriate care, but the web of care spreads in all directions, in time as it does in space.

Apart from this time dimension, the environment may be separated into its instrumental function (use, utility, resource) and the intrinsic value of nature (ref. Chapter 4). Chapter 8 goes much deeper into how these relate to the moral domains, but roughly the following may be said.

Calling something a utility, a resource, is already framing your relationship to it in the E-mode. In an ethics of care perspective, 'using' somebody or the environment is appropriate if it serves, as Ebenreck (1983) states, "to bring into action and service" without doing harm, in a working-together relationship; see also the Bolhuis and Van
THREE MORAL ORIENTATIONS ('DOMAINS')
Source of E and C: Jack and Jack (1989)

<table>
<thead>
<tr>
<th></th>
<th>Morality of rights (= <em>homo economicus</em> at the collective level) (E)</th>
<th>Morality of care (C)</th>
<th>Morality of honour (H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social world</td>
<td>Autonomous, separate individuals, market economy</td>
<td>Interdependent web of (boundaryless) community, gift economy</td>
<td>Bounded own group (kin, profession etc.), word of honour, godfather-ship etc.</td>
</tr>
<tr>
<td>Driving social force</td>
<td>Competition, gain</td>
<td>Cooperation, compromise</td>
<td>Self-esteem, group pride; 'noblesse oblige' (duty to care)</td>
</tr>
<tr>
<td>Moral problem</td>
<td>Conflicts of rights and obligations between separate individuals</td>
<td>Conflict of responses in network of relationships</td>
<td>Loss of face, disintegration of group, endless feuds with outside world, failure to defend the weak</td>
</tr>
<tr>
<td>Moral goal</td>
<td>Fair resolution - <em>maintenance of rules</em></td>
<td>Avoid harm - <em>maintenance of relationships</em></td>
<td>Honourable peace - <em>maintenance of group structure</em></td>
</tr>
<tr>
<td>Values</td>
<td>Rights, obligations, fairness, due process</td>
<td>Harmony, empathy, community, active response to others</td>
<td>Respect, loyalty, chivalry, trustworthiness</td>
</tr>
<tr>
<td>Reasoning</td>
<td>Formal, abstract, hierarchial, objectifying</td>
<td>Personal, contextual, holistic, engaged, future-oriented</td>
<td>Formal, dichotomous, subjectifying, code of conduct</td>
</tr>
<tr>
<td>Symbol</td>
<td>Balance scales of justice</td>
<td>Ecosystem in harmonious equilibrium</td>
<td>?</td>
</tr>
</tbody>
</table>
der Ploeg example about land as a commodity (E) and as an object of artisanal ('working together') pride (C).

The intrinsic value of nature is not acknowledged in some E-variants, but if it is, the basic connotation is with 'rights of nature' or a generalized 'right to live', which then, as shown in Chapter 10, becomes operationalized in the formal, non-contextual (situation-dependent) scales of rarity and naturalness often encountered in environmental impact statements. In an ethics of care perspective, nature is, if my interpretations in Chapter 8 are correct, the nature of partnership, to which we respond contextually, within a basic framework of closeness and non-dominance.

How the environment might function in the *homo honoris* morality must remain more speculative here, as were the other *honoris* characteristics. Some parts of the environment, it seems, may be taken up in the strong commitments of internal *honoris* bonds ('My home is my castle'; 'our land', 'our soil'). Other parts of the environment may be taken up in the externally oriented 'noblesse oblige' aspect of *honoris* morality; the fact that man is more perfect, more noble than nature entails a duty to defend it and care for it, as the very expression of that nobleness.

Now, Figure 5E emerges. Its main structure shows three circles, indicating three degrees of having a formal actor model, coinciding with three stages in what has been called a 'grounded' research approach, which starts out as far away as possible from theoretical presumptions. The circles represent the actor, the model is written inside.

In the first stage, the 'model', as has been explained, is basically you, that is, putting yourself in the place (aim, options, frame of mind, context etc.) of the actor. The figure makes explicit two obvious criteria for doing this properly: the "you" should be "reflective" and "generalized", that is, trying to take a fresh distance from time to time, self-critical, discussing findings with colleagues, checking interpretations with the actors themselves, keeping track of one's own normative position, and so on.

In many cases, no other actor 'model' will be necessary. In applied research, sufficient insights may have been gathered for understanding and acting upon the problem situation at hand. Pure-science studies, too, often stick to this level. As shown by Glaser and Strauss (1976) and many others from the qualitative sociology field, one can follow grounded paths of re-interpretation and interpretation-led resampling without a formal actor model, and still generate theory. In Chapter 7, it will be discussed that methods of hermeneutic research can safeguard scientific validity without taking recourse to generalized, deductive ('nomothetic') methodologies.

In many other cases, it will be appropriate to try making the explanations more critical, more general or more theory-linked. Then, once a basic understanding has been reached using the "you-model", one may move to the middle model of Figure 5E, the picture that has been the subject of this section. It has the following characteristics:

- the three domains of reasoning, H, E and C, are drawn inside the actor
- they partially overlap, acknowledging the fact that it will sometimes not be possible or feasible to allocate reasons to precisely one domain, and especially the fact that responses of actors are often not strictly in the H, E or C domain, as
Three possible stages of actor model in a grounded explanatory approach. H, E and C denote the 'honoris', 'economicus' and 'care' moralities, respectively.
discussed earlier, but to some extent mixed, with considerations from different domains adding up.

The domains are left with open boundaries to areas "unknown" acknowledging that H, E and C cannot be claimed to cover all reasons people may have. The little symbols outside the actor circle represent elements of the actor's life-world (other people, government agencies, elements of the environment, social problems and so on). They facilitate a proper reading of the picture. The elements can be conceived of as 'entering' the actor in or near one of the domains, being 'processed' (interpreted, decided upon) as they move toward the centre, passing through one or more other domains as they do so. In the example shown in the figure, the element symbolized by the tension sign as being a social or environmental problem, is interpreted largely in the 'ethics of care' mode, but with some un-allocatable reasons and E-oriented reasons additional.

Note that the position of the elements is not fixed; most of them may be treated in different domains. This holds for other people very obviously, but also, for instance, for land. Some farmers may treat all their land as a pure commodity (E), others as an object of care (C). And there may be farmers who treat the land around ancestral shrines in the morality of honour ('to pay respect'), the old family land in the C-mode, and newly acquired land further away as a commodity. The only fixed element in the figure is the dollar sign, following Goodin's observation that if money becomes attached to something, it tends to be drawn into the *homo economicus* domain.

The H-E-C-picture is purely qualitative. Although I cannot readily imagine examples, it may sometimes be useful to go one step further, and also formally quantify the actor model itself. Such a model may be the 'worked-up' version of some H-E-C-scheme one has already worked with, or a version of some rational choice model borrowed from outside, or (preferably) both of these contrasted to one other.

Quantified actor models are called "third stage" in Figure 5E, because empirically valid results can only be built upon a grounded understanding, through stages 1 and 2, of real-world situations (Rapaport, 1981). Social science is overwhelmingly rich in 'first stage' case studies, written in too local terms to be within reach of theory. Social science also abounds in the types of actor theories and models that *should* be 'third stage', but are in fact free-floating constructs and discussions, based, at best, on laboratory and gaming situations. Accumulating more and more of these is easy. Progress, however, comes by making the connections, through the middle level.

The position of the H-E-C model

In this final subsection, I will explore how the H-E-C model relates to a number of other areas of social science theory. First, we will renew a discussion started in the first subsection, concerning the absolute primacy given by theorists to the 'rational choice' mode of reasoning (E). Via a brief speculation about the reason behind this preoccupation we arrive at theories giving primacy to cultural factors instead of the...
('structural') economicus factors, and the question whether there might be some 'rule of rules' determining which moral mode (H, E or C) will predominate. Finally, the moral modes of reasoning will be related to more cognitively formulated modes.

Protagonists of the rational choice theory attach a fundamental superiority to the homo economicus explanations of human action. Coleman (1986: 1), for instance, asserts:

"Rational action of individuals has a unique attractiveness as the basis for social theory. If an institution or social process can be accounted for in terms of the rational actions of individuals, then and only then can we say it has been "explained". The very concept of rational action is a conception of action that is "understandable", action that we need ask no more questions about."

Hechter (1983b: 18), referring to studies indicating that the 'free rider', a core element of rational choice theory, "may be more of a theoretical than an empirical problem", considers this no reason to rethink the homo economicus. Even Elster (1989), although the necessity of attaching explanatory power also to 'non-rational' motivations is the mainstay of his book, gives a "methodological primacy" to "selfish, outcome-oriented" (i.e. homo economicus) motivations. The basic picture is thus that if any actor is held to do something for money or power (E), no further questions are necessary; the matter is explained. If, however, an actor is held to do something in order to defend the family name (H) or to maintain relationships (C), these answers cannot really be accepted, empirically or theoretically. In stark contrast, the H-E-C model does not imply the primacy, methodologically or empirically, of any one mode of reasoning. Any type of reason may be accepted as a satisfactory explanation; also, any type of reason may be found in need of further questioning ("going deeper" as it was called in the previous section).

Rational choice theorists do not provide substantive reasons for the primacy attached to explanations based on self-interest. As for what such reasons might be, Elster (1989) lends a hand. He contrasts rational choice theory with theories that give primacy to social norms (roughly, H and some C) as the final explanation of action267, and goes on to say that there are three fundamental solutions to this opposition:

- "eclectic", maintaining that some actions are explained by one theory and other actions by the other or, alternatively, that most actions are determined by both
- reducing norm-oriented action to a form of self-interested action
- reducing self-interested action to a social norm among the others.

Obviously, the H-E-C approach represents the first of these positions, as does Elster.268 The term "eclectic" is not very fortunate one here, however; H-E-C does not allow one simply to opt for any mode of explanation that is to ones' liking, but obliges the researcher to show empirically which mode or what mix holds true.

---

267 Theories associated with Durkheim, Weber, Polanyi, Parsons and symbolic interactionism (e.g. Cardwell, 1971).

268 Somewhat inconsistently with his own "methodological primacy" of rational, selfish choice.
The third position is untenable in the sense that it does not solve anything with respect to empirical research. Even if it were true that present-day Western culture is constantly engraining in us the social norm that acting out of self-interest is the only acceptable or true reason for acting, it still does not solve the question of why in many instances we do not act (only) out of self-interest. Yet, the third position gives us the insight that rational choice theory may indeed be an expression of that very culture: only a basis for action rooted in the self-interest of the alienated, male, Cartesian ego does not require further questioning.

The H-E-C model, as said, does not provide an overall rule for ascertaining which mode of reasoning the actor will follow to interpret a given thing, person or problem. Figure 5E has only taken up Goodin's principle, that may be summarized as "if $, then E"; all other connections remain to be established in the research. Thus the model does not include a 'rule of rules'; it is not a Unified Theory, so to speak. For Douglas (1987), quoted already in the first subsection, this has been the reason for rejecting H-E-C-like theory. In more detail, she writes:

"We can sweep away any invoking of processes that encourage self-sacrifice because it satisfies a psychic need to maintain self-esteem \[H, \text{we would say}\] or provides the pleasure of giving pleasure to others \[C, \text{we would say}\] (....) If they work sometimes and sometimes not, the question is just pushed back into the form of asking what switches on the public-spirited emotional attitudes."^299 (p. 31).

Douglas then, as might be expected, takes up Elster's second position, sweeping the H and C domains out of the realm of theoretical and empirical inquiry and installing homo econonticus as the model that should explain everything, "down to the smallest micro-exchanges". But let us ponder for a moment her question of what "switches on" something for treatment in the H, E or C mode.

Throughout this chapter, as it will be in the Annex of Chapter 6, it has been suggested that some 'rule of rules' does seem to exist, an intuitive idea of what leads things to be interpreted in one moral domain rather than another. I indeed think there does, but of an empirical status that makes it dangerous to use it as a guide or assumption in research. The 'rule' is an extension of Goodin's principle, and may be formulated thus: actors tend to interpret things and situations in the moral domain, signalled as the appropriate domain by the thing or situation itself. Thus, an E-response to a financial incentive system, a C-response to a child in acute danger, an H-response to derision of a national symbol, as well as the everyday wisdom that people will respond to you in the mode that you emanate yourself. The weakness of this rule may be demonstrated by the response to children. On the one hand, we have, for instance, Cheney (1987), Jonas (1979) and Norton (1991), who take children as a prime example of 'things' we treat in the 'ethics of care' (C) domain; this is supported by

---

^299 Douglas is here focusing on the question of how to explain the creation of collective goods. Hence the positive framing of what she sweeps away. In the H-E-C-scheme, H and C are not 'public-spirited' only.

^270 Confucius' 'proof' of the goodness of man.
the empirical finding of Jack and Jack (1989) that lawyers indeed tend to this moral mode in cases of child custody problems. On the other hand, we have Tierney (1986), who found that women may account for the number of children they wish to have in purely *homo economicus* terms (the child as an investment that pays off later). Note also that financial incentives, children and national symbols are in themselves very strong 'expressers', contrary to many things in the environment.

In physics, there was once a time that atoms were found to be built up of neutrons (N), electrons (E) and protons (P). Everybody was proud of this N-E-P-model, and rushed to research it in order to underpin, specify and falsify it. Nobody thought of rejecting the P-E-N-model because it was unknown what switches something on to be a N, E or P. On the contrary, the more unified theories now slowly emerging, beginning to grasp some elements of what switches things on to be an N, E or P, are unthinkable without the hundreds of scientists who have researched and discussed the N-E-P-model. Humans being immensely more complex than neutrons, should social science be ashamed if its own unified theory takes a little longer?

The last issue of this subsection is related to the fact that H, E and C, or any variant of these, are primarily defined as *moral* modes or domains. Does this imply that the actor's *cognitive* frames of interpretation are outside the H-E-C-scheme? In other words, is the H-E-C-scheme confined to how actors choose among things, not touching upon the 'data' the actors gather and how they arrange these data into a choice-relevant pattern? This is only *partially* so. Moral modes are perspectives telling the actor what in the outside world is important, and thus what information to look for and how to process it. The E-mode 'prescribes' looking for costs and benefits and putting them in a balance. The C-mode 'prescribes' looking for relationships and putting them in a more narrative, contextual account. In Jack and Jack's research, the E-mode proved to be more past-oriented (who is to blame?) and the C-mode more future-oriented (restoration of relationships). Thus, moral modes, in H-E-C or any other arrangement, automatically incorporate many cognitive elements.

On the other hand, there certainly are cognitive ways of perception that I cannot imagine as being related to moral modes. A well-known example is the fact that people tend to interpret random phenomena as cyclical (e.g. taking a probability of once in a hundred years as a repetition of once every hundred years). Another example of 'cognitive heuristics', as Eiser (1986) calls them, is that people tend to prefer and remember causal relationships rather than statistical relationships in explaining events. These matters will always remain an additional source for explaining people's actions.

At a deeper level than perceptions and heuristics but still in the primarily cognitive realm lie what one may call 'cognitive modes' or 'cognitive frames', the cognitive counterparts of the moral domains this section has discussed. One example is what is often said to be the 'nomad way' of visualizing the world, as opposed to the agricultural and urban outlooks. The 'nomad world' does not consist of a pattern of land *areas*, but of a network of *lines* and *places* (Chatwin, 1987). Another example is our habit of thinking that to be scientific, we have to conceptualize almost everything as
Because of their relatively fundamental character (depth), these cognitive modes 'attract' values, as it were. Hence, matters are reversed with respect to the moral modes. Moral modes are primarily evaluative and thus partially prescribe what we see; cognitive modes are primarily ways of seeing and thus partially prescribe what we value. Therefore, contrary to the relatively shallow matters of perception, explaining actions by means of cognitive modes stands in a more or less competitive relationship to the moral modes approach for explaining what actors do.

The deeper one goes, the more one enters into the realm of what actors hold to be the fundamental structure of the world and the self (world views and self-image, in Figure 5D), and the more the cognitive and the moral fields will coalesce. World views are the subject of Chapter 8. Nonetheless, that chapter is not an extension of this one, because in it we move from the empirical to the normative field. In other words, its primary objective is not to describe what people hold to be valuable, but a discussion, and an attempt to articulate, what may be valuable.
5.8 Round-up: Policy Options

Generally speaking, every actor and every factor influencing a problem-relevant activity is liable to be influenced in order to change the problem-relevant activity. This then holds for all actors identified in the actor field connected to the problem-relevant activity (Section 5.5) and all factors on which the choices of these actors depend (Section 5.6).

As an illustration, let us briefly focus on the "autonomy" factor, visible in Figure 5D. Ceteris paribus, that is, keeping constant all other factors such as the actor’s motivations and potential options, the actor’s choices will tend to become more environmentally friendly if we increase the actor’s implementatory capacity (autonomy) with respect to environmentally friendly options the actor is motivated towards or, conversely, decrease the actor’s autonomy with respect to the environmentally damaging options. In the first area (simply going down the list given in Section 5.6), the policy options are, for instance, credit facilities, the support of NGO networks, facilitating access to information, land reform, the supply of glass recycling containers, alleviating central government pressure on local traditions and leadership, increasing people’s self-esteem and daring, increasing time budgets and supporting the actors’ capacity for integrated, collective action. Some of these options may sound somewhat far-fetched and abstract, but note that the environmental programme described in the Annex of Chapter 6, as down-to-earth as it is successful, in fact applies most of them. On the other side, the autonomy-decreasing policy options are the negative counterparts of the previous ones; regulation is a well-known collective term here but, as discussed already in Section 5.6, non-legal policy options may be effective as well. If one has no legal means to cancel a misused forest concession, one may decide not to find the funds, alas, to repair the bridge leading into it.

Returning to the conceptual level, it may be noted that the policy options are different from the options of the actor, used in explaining the actor’s choices. The actor’s options are only one element in Figure 5D, but policy options are attached to all the figure’s elements. This is again the recursive character of the problem-in-context framework, discussed in Chapter 3. Thus, the formal definition of policy options is: all options for action of the normative observer. With that, it also becomes clear that ‘policy option’ is in fact a pars pro toto term also denoting options for projects and options for non-administrative normative observers (e.g. an NGO or a group of farmers analyzing their own local problem). Repeating another element from Chapter 3, it may be borne in mind that policy options are potential plan elements; combining policy options up to the system level of plans or policies as a whole, as well as the final choice as to which of the options will actually be part of these plans or policies is the subject of the later, designing research phase.
Types of policy options are often categorized under the name of policy instruments, such as 'directives' or 'incentives'. The literature (e.g. Van Manen et al., 1990; Bressers, 1989; Van Soest, 1991) usually follows a line of thought roughly equal to the problem-in-context framework; "directives", for instance, are then directed at the actor's options, and "incentives" at the actor's motivations.

On the basis of Chapter 3 and the present chapter, a typology of policy instruments may be drawn up. It is given in the table below. Substantively, the table gives more than the sum of all literature on policy instruments that I am aware of.\(^{271}\)

The first major type of options follows directly from the problem analysis. There, we identify options for alleviating the problem without changing the problem-causing activity. These physical policy actions\(^{272}\) often have a symptom abatement character (say, dredging without addressing the source of the pollutants), but on the other hand, they are the only line of action left to the policy maker if the activity in question has already stopped but the environmental damage is still there, for instance, as a result of dumping, mining or a disaster. In other cases, physical policy actions gain time for more fundamental, source-oriented policies to become effective (e.g. liming an acidifying lake). In other instances, physical policy actions are the finishing touch of more fundamental policies. If a large portion of the phosphate load can be taken off a lake, for instance, ecological on-site measures may help the lake to recover more fully. As the table summarizes, the physical policy options come in essentially five subtypes, characterized as:

- **Interrupting causal chains** in the environment or from the environment to human victims (e.g. purify river and ground water into drinking water; interrupt ground water flow leading from a dump site; evacuate people; make houses more soundproof; lead eutrophating substances away from the susceptible lake).
- **Decreasing environmental burdens** (e.g. by dredging polluted sediments or decreasing groundwater extraction).
- **Increasing environmental capacities** to withstand burdens (e.g. lime acidifying forest floor; inject oxygen into lakes or sediments; plant trees to combat erosion; start deep well infiltration to counterbalance ground water subtraction).
- **Integrated ecosystem restoration and management** (e.g. undertake 'biological management' of eutrophicated lakes, restoration of strip mines, 'assisted natural regeneration' of logged-over forest or overgrazed savannah).
- **Government add-ons to societal activities** are a special case of interrupting causal chains, directly attached, end-of-pipe-like, to the sources. They are especially feasible if source activities cannot be changed, physically or politically. One subtype here are waste treatment systems. From the point of view of environmental policy, mitigating measures added-on to non-environmental policy activities (roads, dams etc.) are also in this category.

---

\(^{271}\) This has been one of my personal criteria for the quality of the Problem-in-Context and action-in-context frameworks.

\(^{272}\) Enumerated here instead of in Chapter 3 in order to produce the full table in one go.
TYPES OF POLICY OPTIONS ('POLICY INSTRUMENTS')
following the Problem-in-Context structure

1. Physical policy actions (identified in the problem analysis)
   - interrupt causal chains (purify, isolate, evacuate etc.)
   - decrease environmental burdens (dredge, clean up etc.)
   - increase environmental capacity (lime against acidif., trees against erosion etc.)
   - integrated ecosystem restoration and management
   - governmental add-ons (waste treatment, mitigating measures etc.)

2. Policy options directed at the actors' options
   - increase the number of potential options (technological research, extension etc.)
   - increase the actors' implementatory capacity (autonomy): their economic, social, cognitive, environmental, moral, psychological, physical and organisational resources and access to them
   - decrease the actors' implementatory capacity (autonomy): the negative counterparts of the list above, with direct regulation as the most important subtype (zoning, prohibitions, standards and conditions for licences and concessions, assigning of quotas etc.)

3. Policy options directed at the actors' structural context
   - with macro and E-emphasis: financial and juridical internalization
     . price-reducing: subsidies etc.
     . price-neutral: deposit money etc.
     . price-increasing: levies, taxes etc.
     . juridical liability
     . environmental investment security (land rights etc.)
   - with micro and C-, H-emphasis: social internalization
     . micro the macro (decentralize 'free access' into 'commons' situations; bring adversaries in face-to-face contact, etc.)
     . scale up actors ('free access' macro becomes a 'commons' micro)
     . intensify the 'care' and 'honour' consequences of good and bad actions and things (product information; publicize promises; praise the caretakers, etc.)
     . joint problem analysis, policy design and responsibility (partnership; participation; covenants, etc.)

4. Policy options directed at the actors' culture
   (frames of interpretation, world views)
   - information and education (show impacts etc. of environmental problems)
   - tell the story and show the beauty of things valuable
   - support the spread of an environmental ethic (views and practices)
   - protect experiential nature close to the home.
In the problem analysis, we do not only identify options for direct physical intervention, but also the optimum intensity of the problem-relevant activity (the environmental capacity), leading to the options for reaching that optimum intensity. These can be identified by making any horizontal cross-cut through Figure 5D, for each actor in the actor field. Making the cross-cut where Figure 5D is most fully differentiated (that is, at the third level of explanation) and lumping the first two elements together for simplicity's sake, we arrive at three major policy option types.

**Policy options directed at the actors’ options** are the first of these. The first subtype focuses on increasing the number of potential options that actors know. The support of environmentally friendly technological research is a fundamental course of action here, concerning, for instance, agroforestry systems, waste technologies, energy-saving materials and processes, ways in which farmers can incorporate nature protection measures into their regular agricultural practice, and so on. After that, the new options have to make their way from the universities and field stations to within the actor's cognitive horizon; extension, diffusion, outreach, demonstration are key terms here.273

The second and third subtypes of options-directed policy have been discussed already in Section 5.6 and in the example at the beginning of the present section. It may be noted that some of these have a physical character, e.g. the fencing-off of a nature reserve or the supply of small-scale waste recycling tools to households or neighbourhoods; they are distinguished from the 'physical policy actions' mentioned above by the fact that, here, government does not undertake the environmental action itself, but (de-)facilitates actions of actors, through physical influence exerted on actors' options.

Next, we enter into the motivational realm, in which policy options directed at the 'objectified' motivations of actors come first. As previously discussed, the 'objectified' motivations arise from the actors' contextual microstructure and macrostructure; avoiding the slippery term 'objectified', the options are called **policy options directed at the actors' structural context**. As the table shows, I have subdivided these options by coalescing the distinction between micro and macro of Section 5.6 and the distinction between the H, E and C 'moral modes' of Section 5.7, thus treading on the path that Douglas (ref. Section 5.7) has rightly forbidden. This way, however, the table is kept simple without having to drop one of the two distinctions, which are both quite relevant. As a reminder of the looseness of the association, the term "emphasis" has been added.

Thus, the first subtype is given by the structure-oriented policy options *with macro and E-emphasis*, in which "E" is the *homo economicus* moral mode. With one eye also

---

273 For a new option actually to be adopted, actors of course also have to be able to implement them and be motivated towards them. This is yet another example of the general rule that successful policies are usually mixes of options, not stand-alone bets. *Participatory technology development* directly in the field, the factory or the actors' organisation is a means to mix innovation, implementability and motivation in a single research action.
on the 'roll-off mechanisms and dilemmas' visible in Figure 5D, the policy options are summarized as financial and juridical internalization of externalities. Levies and subsidies are of course in this category, but also the 'price-neutral' deposit money mechanism. Juridical liability and environmental investment security, numbers four and five in the table, are one other's mirror. Juridical liability stands for all legal constructions aiming at security of costs of actions 'rolling off' environmental damage onto other actors or the future. Environmental investment security stands for the security of future benefits of planting trees, making terraces and so on, of special importance in the Third World because of the often uncertain tenure situation there.

The structure-oriented policy options with micro and C-, H-emphasis have social internalization as their alternative term. "C" and "H" refer to the 'ethics of care' and the 'ethics of honour' moral modes, respectively. The first two subtypes given in the table have been discussed in Section 5.6; the second two are more directly based on Section 5.7, pointing forward also to Chapter 6.

In the final resort, environmental policies will never be able to regulate and incite people very far into directions they do not understand and value. Therefore, policy options of the fourth type, those directed at the culture of the actors, have a diffuse but very down-to-earth relevance, often underrated in day-to-day policy making. The subtypes of options given in the table are not very systematic, but should convey the basic idea. The first item, environmental information and education, is primarily cognitively-oriented, telling people about mechanisms, causes and so on that are difficult to recognize in everyday experience; roughly, this is factual knowledge about environmental problems. The second item, tell the story and show the beauty of things valuable is more affectively-oriented, and more about the environment itself (especially nature) than about environmental problems. Here, 'the story’ and 'the beauty’ are of course much more than children’s books and visual pictures only; they include the stories of evolution and creation, the 'bioregional narrative' of the place we belong to, the intricate networks and processes of ecosystems and Gaia, the unspoilt expanses of the universe, the myriad of life forms in a child’s fishing net. Implicitly, I have made a choice here not to approach people primarily with duties ('deontological ethic') but with what is valuable ('axiological ethic'), so that the appropriateness of specific actions may be defined more situation-dependent ('contextual'). The third item of culture-oriented policy options is to support the spread of an environmental ethic, standing for many opportunities related to a number of philosophical views, of which Chapter 8 gives an overview. These opportunities concern, for instance, stimulating the articulation of more or less professional environmental philosophy, the amplification of the voice of 'lay' people such as ecological farmers or field biologists who may articulate environmental views close to everyday experience, and the physical and financial protection of the livelihoods, places and activities from which these views grow. The last item on the list is to protect experiential nature close to the home, especially for children, i.e. nature that is not on television but is concrete life you can meet, and use, and be with. This, perhaps much more so than telling people about
pressing environmental problems or far-away nature reserves, is a basis for all future environmental policy.

Virtually all policy instrument authors state that policy instruments should be mixed in order to be effective; in terms of Section 3.11, they are options that should be combined into the higher system level of a plan. Drijver and Zuiderwijk (1991) give a empirical example of concerted state, region and village action from Zambia, resulting in improved floodplain management. Seldom mentioned is the fact that mixing is not without limits; as explained in the previous section, policy instruments may sometimes annihilate rather than reinforce each other.
Chapter 6

PARTICIPATION IN ENVIRONMENTAL MANAGEMENT
Environmental policies and projects often face great difficulties in moving from the design to the implementation phase. As indicated already in Chapter 3, these difficulties may be overcome if the knowledge and rationality of target groups, be they government agencies, commercial firms, NGOs or local people, are incorporated into the applied problem-in-context research process.

The concept of participation is not free of ambiguities. The first section of this chapter therefore comprises a conceptual exploration, focusing, inter alia, on the distinction between participation and collaboration. Then follow three sections discussing and exemplifying the three most important dimensions of participation, distinguishing, for instance, between a number of paradigmatic styles for applied research and design. The Annex concentrates on the principles for crossing what is probably the widest 'participation gap': that between the Western scientist and Third World rural people. The principles found in the Annex concern the researcher's attitude and the programme design, highlighting truths already formulated some 2,500 years ago.
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Q. I suppose it is quite complicated.

A. Oh, yes, it has several dimensions.

Q. And what are they?

A. Well, there can be the personal dimension, or the group dimension, or the cultural dimension. Then, of course, there's the intensity dimension, but that dimension runs off in another dimension.

Q. And what do you do with these various dimensions?

A. Usually we analyse them at various levels.

Q. Levels?

A. Oh, yes, we have a lot of them too.²⁷⁴

6.1 Exploring The Concept

It is widely acknowledged nowadays that participation of target groups in applied research, decision-making and implementation is often a key condition for research efficiency and for making a design implementable at all. Because of this instrumental value, the concept has made its way into problem-oriented environmental science.

The term participation is associated with values shared by almost everybody. Participation, isn’t that what democracy is all about? Obviously, participation is not only of instrumental, but also of intrinsic value. To complicate matters, the term is much vaguer than ‘one-man-one-vote’ or other democratic principles; it may therefore be easily used to legitimize transactions between government and citizens in which the latter exert only a negligible influence, or which are in fact devices to render people more acquiescent.

This short chapter aims to clarify concept of participation in environmental management (Section 6.1), expound the range of contents the concept may have

²⁷⁴ From B. Berelsen, "The Cliché Expert Testifies on the Social Sciences", manuscript privately circulated circa 1950s, found in Dubin (1969).
(Sections 6.2, 6.3 and 6.4), and exemplify practical ways of putting participation to work in research and implementation (throughout the sections and in the Annex).

**An initial definition of participation**

Everyday language uses the term participation in two different ways. If we say, for instance, that people 'participate' in a discussion, we use it interchangeably with 'taking part', in the sense that decision-makers take part in decision-making, footballers in football matches, etcetera. But if we say, for instance, "This decision has been made without any participation!", the term takes on a more emphatic and more restricted meaning. We do not then imply that nobody has taken part in the decision, but that decision-making has been confined to the insiders.

Scientific literature complies with the more restricted meaning of the term. Some authors do so explicitly; their definition of participation (in decision-making, research, projects and so on) then involves, for instance, terms like 'the public'\(^{275}\), 'private citizens'\(^{276}\), or 'target groups'\(^{277}\). Other writers do so more implicitly\(^{278}\), but all share the notion that participation involves other people than the inside group. The term 'outsiders' is not appropriate to a formal definition of participation, however, since the essence of participation is precisely that it turns outsiders into insiders. The same applies to 'the public'. The term 'private citizens' is associated too tightly with Western world situations and the individual level. For lack of a better term, 'target groups' has been preferred here. Two conceptual shortcomings of the term should be kept in mind, however.

Firstly, the term should not be confined to official target groups of the policy in question. **Target groups include all those who may experience the consequences of the research, project or policy in question.**\(^{279}\) Secondly, the term target group should not be confined to the level of citizens, the public, farmers and so on. Many policy

\(^{275}\) Goldenberg and Friders (1986).

\(^{276}\) Van der Eijk (1987).

\(^{277}\) Engel (1988) and Cohen and Uphoff (1980).

\(^{278}\) For instance, Buijs (1983) and Galjart et al. (1982) speak of participation as 'bottom-up influence'.

\(^{279}\) In a World Bank seminar in 1980, a 'prize' was offered for an alternative for the term 'target group', that was felt to be too militaristic (top-down) in its conception. The proposed alternative was "intended beneficiaries" (Uphoff, pers. comm.). I do not follow this proposal, because in environmental management, the intended beneficiaries are often future generations, or protected species, or a region as a whole. Because of this, the concept of "those who may experience the consequences of the research, project or policy", as I put it, are often the problem causers as much as they are the problem victims. Yet, approaches to involve them in policy designs are participatory approaches, e.g. when designing land management plans together with the farmers involved, even when the farmers do not primarily benefit but should shift to other practices in order to protect downstream interests or future generations.
processes have 'higher-level' target groups. In Chapter 3, for example, we have already mentioned the benefits of participation by civil servants in the process of drawing up environmental plans, particularly those who will be responsible for their implementation; these civil servants are also a target group of the planning process. This kind of participation works 'horizontally' within government, rather than 'bottom-up' from citizens to government.280

The term 'target group' has the conceptual consequence that the concept of participation is linked with targeted, intentional social processes, i.e., processes of collective action. This term covers collective identification of problems, analysis, design, decision-making, implementation, maintenance and so on. The term stresses the connection, important for the further development of theory, between participation and the general theory of action, major exponents of which include Olson's "Theory of Collective Action" (1965) and Habermas' "Theorie des kommunikativen Handelns" (1981). Thus, we arrive at the initial, tentative definition of participation: Participation is the involvement of target groups in processes of collective action.

Is participation collaboration?

The initial definition of participation is no more than an explication of what almost all literature means by the term. There is, however, one key point on which authors fundamentally contradict each other, or show internal inconsistency. It has proved to invoke an intense discussion among environmental scientists too; at the end of this section we will see why. The point is revealed if we compare Van der Eijk (1986) with Cohen and Uphoff (1980).

Van der Eijk defines (political) participation as: "all activities of private citizens which are intended to influence the actions of government". The terms 'private citizens' and 'government' are not significant here, because they are bound up with Van der Eijk's focus on political participation. The point is: participation is 'taking part with the aim of influencing'. By contrast, Cohen and Uphoff differentiate:

- forced participation,
- paid ('remunerated') participation, and
- voluntary participation."

On the one hand, this list implies a much broader interpretation of participation than Van der Eijk's. After all, people who are forced or paid to take part, do not do so in order to influence what they are participating in. They do so because punishments are being handed out, levies imposed, subsidies given, wages paid, or for some other such reason.

---

280 In the Netherlands, and probably in many other countries as well, 'horizontal' participation is especially important at the provincial level, where sectoral national regulations and plans (within the environmental sector, but also for agriculture, housing, traffic and so on) have to be integrated into a provincial environmental strategy (Naaijkens, 1989).
On the other hand, Cohen and Uphoff and many other writers of the same category also implicitly narrow down the term participation; they restrict it to collaboration, i.e. action desirable in terms of the objectives of the process in which people are taking part. It is not incidental that Cohen and Uphoff's triplet is the same as that of Etzioni (1975), describing types of top-down power in organisations. In Ester and Leeuw (1987), the narrowing down of the participation concept is explicit; they speak of participation (forced, paid or brought about by external stimuli) as "contributing to the provision of collective goods", such as a cleaner environment. It should also be noted that Van der Eijk attaches importance to the motive that underlies the action, while the other writers do not. What matters to them is a feature of the action itself, viz. whether or not it 'contributes'.

By now, many environmentalists will be asking themselves: why should we bother about the motives of people's action? Surely what matters in environmental management is what people actually do? In other words, that they collaborate in the good thing of safeguarding the environment? Yet, the reasons why people do something are of great practical importance. In the Third World, for instance, the truly successful environmental projects are those founded on voluntary effort (Chambers, 1988). In the industrialized world too, government is simply unable to command or purchase all the desired positive environmental behaviour from businesses and individuals, however vital environmental laws and financial instruments may be. 'Internalization' (i.e. increasing people's personal motivation towards the environment) is a key word in Dutch environmental policy.

Voluntariness, obviously, is a pivotal concept here, and it is useful to define it somewhat more formally. Taking part in something voluntarily, we may say, is taking part for the sake of or because of the thing itself, not for external reasons such as payment or force. Thus, it is taking part in a discussion because of the discussion itself, or taking part in the making of terraces because of their function in food security and erosion abatement.

To recapitulate, two views on participation can be distinguished:
(1) participation is: voluntary involvement in a process of collective action, in order to influence it, irrespective of what the intended influence may be (supportive, redirective or whatever).
(2) participation is: collaboration, that is, support of a process of collective action, irrespective of motive (force, incentives, wages, food-for-work or voluntariness).

There are a number of reasons for rejecting the second definition.
- As stated before, participation is associated with being a democratic aim in itself. This thread runs from Aristotle down to the UN (1975) and the ILO (1978); the latter organization states, for example: "Participation is by itself a basic need of people". This conflicts with the second definition of participation. Explicit adherence to that definition therefore leads to confusion. Implicit adherence to the definition incurs still more serious risks; without the reader even noticing it, the morally positive association of the term participation begins to coincide with the use of force or the purchase of
collaboration. Thus, we end up speaking the magic word of participation, but meaning that people should collaborate.

- Participation is not only an end, but also a means for policies to be effective. "Participation is necessary for effective policies", says almost all literature on participation, including that mentioned under the previous point. But what, according to the second definition, is participation? The display of the desired behaviour by target groups, and therefore the same as effective policies. According to definition 2, therefore, the statement reads: "Policy effectiveness is necessary for effective policies".

- The authors adhering to definition 2 are, as we shall see, an important group for environmental science; but seen in the context of writers on participation in general, they are a small minority. In Van Dusseldorp's (1981) overview, for example, we find 32 authors implicitly or explicitly adhering to definition 1, and only three (including Van Dusseldorp himself, and Cohen and Uphoff, 1980), in favour of definition 2. With Ester and Leeuw (1987), this makes a total of four.

- Cohen and Uphoff and Van Dusseldorp prove to not really know what to do with their own concept of participation. On their page 217, Cohen and Uphoff adopt the argument: force is not effective in development processes, and therefore there must be more participation; but on page 224, they go on to speak about 'forced participation'. Van Dusseldorp speaks of "The fact that participants are often unwilling to participate...", so combining the two definitions into one inconsistency. The formulation according to definition 1 would have read: "The fact that participants are often unwilling to collaborate", and according to definition 2: "The fact that people are often unwilling to participate".

Cohen and Uphoff indicate that the scientific interest in participation arose in politico-logical science, only later crossing over to development theory. This may perhaps explain the phenomenon identified here, for the political tradition encompasses exclusively authors working with definition 1, while all authors using definition 2 are to be found within the development tradition. Thus, the concept crossed over from a discipline with a mission that largely coincides with participation, to a discipline with a strong mission towards something that only partially overlaps with participation, namely, development. This quickly gives rise to the temptation to link the term participation to the display of desired behaviour: collaboration in development. The mission-orientation found in environmental science is probably even stronger, as may be seen in Dutch writing and also in Kupchella and Hyland (1989), for instance, from the US. Ultimately, the discipline exists to alleviate environmental problems, that is to say to stimulate the collaboration of target groups in environmental management. It is therefore vital for environmental science to resist falling into the trap of the definition 2. In the next subsection, therefore, Definition 1 will be the point of departure, subsequently being made somewhat more nuanced and specific.
Defining participation in environmental management

In this subsection, we shall briefly go into two elements of the previous subsection’s definition 1, in order to arrive at a final definition. Both these elements, the "intended influence" and the term "voluntary", will prove to be in need of some adjustment in order to become practicable.

The "intended influence", should it really include everything, including negative, oppositional actions? Yes, in the sense that what should be called participation is irrespective of what the mission of the researchers or policy-makers proclaims to be negative or positive. But no, in the sense that actions intending to break down the collective action itself are not participatory. Here, it serves to distinguish between collective actions focused on finding out what to do, and those geared to actually doing something, i.e. problem identification, research, design, political debate, voting, decision-making and so on, on the one hand, and processes of implementation, on the other. In both categories, obstruction is not participation. In the former, though, expressing one’s opposition is still participation. Thus, car lobbies participate in environmental policy-making, but usually not in its implementation. Environmental pressure groups participate in road policy-making, but when they throw themselves in front of the bulldozers they do not participate in road construction.\textsuperscript{281} This implies that at the level of a single project, people who have participated in its design will not necessarily participate in its implementation.

In practice, design and decision-making may overlap, e.g. when a programme is adjusted in the course of its execution. Also, people may attempt to change the agenda of a debate without wishing to undermine the discussion as such. Also, people often implement a plan differently from what was intended in the design, without opposing its general principles. It makes no sense to enter into hair-splitting as to whether or not this is participation. Therefore, the final definition of participation excludes obstructive actions, but includes 'redirective' ones.

"Voluntariness" has been defined as taking part for reasons connected to the action itself, e.g. its contribution to income level or security, its relevance for future generations or nature protection, the revival of a good tradition\textsuperscript{282}, or the affirmation of being a good member of the community. It makes no sense to start hair-splitting on whether these internal motivations are 'altruistic', 'materialistic', 'egoistic', 'moral', 'functional', or whatever, or to assume that reasons must be external because they do not fit into some model of rationality that the researcher happens to adhere to. What counts, after all, is that actions meet the very practical criterion that they will continue when external stimuli are withdrawn.

Applying voluntariness as a dichotomous concept, as if voluntariness can only be there if people receive no external benefits at all, runs into practical and conceptual

\textsuperscript{281} The legitimacy of such actions, of course, lies in their appealing to higher policy objectives and ethics. This is visible, for instance, in the actions of Greenpeace, Earth First! and the Chipko movement of women in India. For a philosophical discussion, see Martin (1990) on ‘ecosabotage’.

\textsuperscript{282} E.g., Meister (1969).
difficulties. Often, participation partly stimulated someway, e.g. when subsidies are supplied in order that people or firms may buy saplings, purification technologies or double glazing under the market price, or when social rewards are given, e.g. by the official acknowledgement of people's good citizenship; the Annex gives other examples. The point here, it seems, is that people are not fully compensated; from their point of view, they still contribute.\textsuperscript{283} Of course, it remains a fact that actions will be more likely to be socially sustainable the smaller the external inputs, but it is not sensible to say action is not voluntary only because of external inputs.

The term 'environmental management' is sometimes understood to mean any action that affects the environment (e.g. Mermet, 1990). Here, as in most literature, 'management' is taken to be a normative concept, following, for instance, the 'final variable' values or policy objectives given in Chapter 3, or Drijver (1990) concerning environmental projects in the Third World.

Now, summarizing the conceptual exploration, participation in environmental management may be defined as the voluntary (not fully compensated) involvement of target groups in collective action with an environmental objective, be it formulation or implementation, and be it supportive or redirective.

\textit{Nine dimensions of participation}

As a basis for a structurized discussion of participation, it is important that a consistent and relevant typology of forms of participation be available. Goldenberg and Friderers (1986) state, for example: "It would be inappropriate to compare all public participation programs on the same criteria, given the range of types and purposes of these programs". Below, I enumerate nine independent dimensions within the participation concept. In principle, it is possible to define every concrete process of participation in terms of every dimension. The first four are conceived in terms of relatively superficial, technical characteristics. Then come four dimensions related to the social and substantive scope ('bread' and 'depth', as they will be called). The final dimension concerns the degree to which decision-making power lies in the hands of the participants. The section concludes with a number of examples, meant to bring the conceptual distinctions to life and to illustrate the wide range of form and content that participation may have.

\textsuperscript{283} Section 5.7 has supplied arguments that it may be quite important not to increase subsidies to the extent that people are paid to do something. If the real price of a sapling is 100 cents and it is subsidized with 95 cents, the subsidy remains invisible and people still contribute when they plant trees. A subsidy of 105 cents (a minor increase for the financer) makes a huge difference to the participants. The saplings become "polluted" by a money sign, as Goodin (1982) puts it; planting shifts to a different "moral domain" and may be dropped altogether.
The degree of formal organization may vary from completely informal ad hoc processes, via formal ad hoc processes (such as public inquiries) to formal structural processes laid down by statute and suchlike.

The intensity of organization may vary widely between one participation process and another, and within participation processes individually. Sometimes there are frequent debates or progress meetings, sometimes participation is concentrated into only one or two brief flashes of interaction, and sometimes participation processes can slumber for long periods. Organizational intensity is an external feature and must not be confused with discussion content (dimensions 6 and 8); people may be drawn for long periods into discussions about almost nothing (Van Dusseldorp, 1981).

Participation may take place in processes of collective action connected with government or with private organizations.

Participation may be in policy X (or, put formally, processes of collective action with X, for example environmental management, as the principal goal), or be based on motivation X in the participants, for example environmentally-oriented participation in no matter what policy area.

Processes of participation may vary widely in what might be termed the dimension of social breadth. Van Dusseldorp (1981) defines this as the extent to which "participants are heterogenous as far as interests are concerned". At public inquiries, for instance, a broad range of interests is represented. Socially narrow participation is also a common phenomenon. In the Netherlands, for example, participation often remains within a single sector: waste processing companies take part in designing waste management policies, for instance. As described by Van Grootveld (1988), the Dutch ministry of the environment has a special procedure, 'Interactive Policy and Implementation Design' for this type of participation. In the Third World, participation is often confined to women or small farmers to the exclusion of other target groups. In other cases, however, there may be a deliberate attempt to achieve the greatest possible social breadth; this is typical, for instance, of community development.

The social breadth dimension must be distinguished from the social depth of a participation process (dimension 7). The first refers to the 'horizontal' range of types of people or organizations taking part, while the second relates to the 'vertical' social status of participants. We see this also in Cohen and Uphoff, who distinguish between nine categories on our dimension 5 and four categories on our dimension 7.

At the same time, both social dimensions (Nos. 5 and 7) must be distinguished from the two substantive dimensions of participation (Nos. 6 and 8). These refer not to the people taking part but to the content of what they are taking part in: the breadth of the problems with which the action deals, and the phases of the action process.

The dimension of substantive breadth may be defined as the breadth of the problems addressed by the process of collective action in which people are taking part.
Participation may relate to something as minor as the alignment of a secondary road, or as major as the whole subsistence basis of a village (arable farming, animal husbandry, environment, drinking water, medical facilities and so on; the Annex gives an example.) Other relatively broad forms are (in the Netherlands) the Key Planning Decision procedure and regional planning procedures.

(7) The social status of participants may vary widely: sometimes only professional spokesmen or leaders participate, sometimes high-status groups such as rich people or intellectuals are also involved, and sometimes the emphasis is on 'everyone' (the public) or on low-status groups, such as poor or female farmers. This dimension is examined further in Section 6.2, under the term *social depth*.

(8) Participation may involve one or more phases in a process of collective action: identification and analysis of problems, design of solutions, decision-making, implementation and so forth. This is discussed further in Section 6.3, under the term *substantive depth*.

(9) The influence of participants may vary widely from case to case. A further discussion of this dimension follows in Section 6.4.

To conclude this section, the Table below defines a number of participation processes in terms of dimensions 5 to 9. The scores (+, 0 and -) are of no more than indicative value; the point here is simply to illustrate that processes of participation are always 'scorable' and that the dimensions are really independent of one other: a high score on one dimension is not automatically linked to a high or low score on any of the others.

<table>
<thead>
<tr>
<th>Process</th>
<th>Social Breadth</th>
<th>Substantive Breadth</th>
<th>Social Depth</th>
<th>Substantive Depth</th>
<th>Influence of Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCS (Bass, 1988)</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>EIS - inquiries</td>
<td>+</td>
<td>-</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Street bottle banks</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>'Integr. Rural Dev.'</td>
<td>+</td>
<td>+</td>
<td>var.</td>
<td>var.</td>
<td>var.</td>
</tr>
<tr>
<td>Self-help promotion</td>
<td>0</td>
<td>0</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Bee monitoring</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.1 Several processes of participation defined in terms of a number of dimensions.

- The 'NCS' example concerns 'horizontal' civil servant participation in the formulation of a National Conservation Strategy; the low score in social depth indicates that participation was solely open to elite spokesmen of the interests of farmers, nature conservation etc.
- The EIS example refers to the official procedure that accompanies Environmental Impact Statements in the Netherlands, as is the case in most countries (e.g. Canter,
1977). As the scores indicate, many interest groups usually participate (+), but most often through their spokesmen (0); substantively, EIS usually cover a relatively narrow issue (-).

- Self-explanatorily, the bottle bank example has scores high on its social aspects and low on the others.
- The 'Integrated Rural Development' example is a familiar development approach dating from the sixties; we see that this approach was not defined in terms of the crucial dimensions 7, 8 and 9. The average success of this approach was mediocre, particularly where the scores on these dimensions were low (Lele, 1975). Mellors (1988) describes a recent, higher-scoring and more successful example.
- 'Self-help promotion' refers to very intensive participation by specific low-status groups (see for instance Risseeuw (1985) on women in Sri Lanka); it frequently involves a relatively narrow issue, for example, as in Risseeuw, the setting up of the group's own organization to earn income from coir rope manufacture; hence the "0" for dimension 6. (This type of participation can, however, have a much broader spin-off through increasing the collective awareness, status and organizational power of those involved; see, for instance, Verhagen, 1987.)
- The 'Bee monitoring' example comes from Bromenshenk and Preston (1986). They describe how, by recording the breeding success of their colonies and supplying bees and pollen for analysis, amateur beekeepers voluntarily took part in a programme of bio-monitoring levels of heavy metals in the environment. This approach was much more cost-effective than using professionals to achieve the same quality standards, quite apart from the positive side-effects of increased environmental awareness and sense of purpose engendered in those involved. In the Table, this example scores as about the 'smallest' form of participation imaginable; great breadth and depth prove not to be the sole criteria for meaningful participation. More examples of participation in environmental monitoring are in Stokes et al. (1990).

The next three sections describe dimensions 7, 8 and 9 in more detail. I have selected these three because I regard them as the most fundamentally important. Almost always, it seems necessary to define a concrete process of participation in terms of these three dimensions in order to achieve real (and therefore also critical) understanding. Goldenberg and Friderers (1986), for instance, reserve their (in itself rather curious) term 'real participation' for "the public in a decision-making capacity". They are then making a choice in terms of the three dimensions:
6.2 Social Depth Of Participation

An important variable in participation processes is the social status of the individuals or groups taking part. Many authors refer loosely to 'the public', 'the target groups', 'the leaders', 'the rural poor', 'local people', 'the members'. But authors are otherwise often very vague. A local mayor is just as local as a poor elderly person, but participation by the former will be very different from participation by the latter. Van der Eijk (1987), to take another example, first restricts participation to 'the public', but later also includes political professionals. All authors refer in some way to positions on the power ladder in society. Cohen and Uphoff distinguish four rungs on that ladder, which are a little too limited for our purposes and not sufficiently homologous ('foreign personnel/government personnel/local leaders/local residents'). For our purposes, the power ladder may be formulated as follows:

1. formal and traditional government
2. organisations with direct and permanent access to the government
3. other high-status categories
4. intermediate-status categories
5. low-status categories.

The five levels are described more fully below.

At the top is the government with all its internal differentiations. The terms 'formal' and 'traditional' have been added to highlight the fact that there is often a parallel structure of traditional (often pre-colonial) or informal leadership, operating through long-standing privileges, patron-client ties and the like. The latter structure may have more status and power than the formal government, particularly vis-à-vis the low-status groups, and may thus be of crucial importance for participatory approaches, especially in developing countries. Immediately under the government one can imagine a stratum of powerful non-governmental organisations which have a more or less permanent relationship of reciprocity vis-à-vis the government. The group includes multi-national and parastatal companies, senior members of major political parties, the judiciary, the army, unions, churches, employers' organisations, the mass media and

---

284 It is pointless to try to assign a name to all the types of participation that are possible by combining the nine dimensions. An exception might be made, however, for the combination of very positive scores on dimensions 7, 8 and 9, cf. Goldenberg and Friderers and many other authors. 'Deep participation' could be the umbrella term, as used in the Annex.
the like (Dahrendorf, 1961; Hofmann-Lange 1987). On the third rung are the other high-status groups and individuals; institutions which have much more power than ordinary individuals, but which nevertheless still have to stake their claim in the power game each time afresh: medium-size firms, smaller municipalities vis-à-vis central government, environmental groups, local churches, small political parties, big landowners, university research groups etc. Intermediate status groups (rung 4) include all groups and individuals who can be counted as belonging to 'the public' but who, as groups or as individuals, nevertheless have greater power than groups or individuals in the lowest category: men vis-à-vis women and children, organised workers vis-à-vis the unemployed, medium-sized farmers vis-à-vis peasants etc. The low-status groups (rung 5) include all these latter: the poor, children, women, the unemployed etc., roughly speaking 80% of all mankind.

All these categories on the power ladder may be the target groups of a process of collective action and thus take part in it as participants. It is certainly not true to say that the participation of low-status groups is the only appropriate form of participation. When drawing up a national environmental plan, the participation of municipalities or the 'horizontal' participation of non-environmental government agencies and departments is a major step forward compared to designing plans in an ivory tower. When designing a policy to promote more environmentally-friendly products, the participation of large and small businesses (levels 2 and 3) is an obvious approach to adopt. And in local participation processes in Third World villages, it is often vital that the chiefs and the medium-scale farmers (levels 3 and 4) participate, and not solely low-status groups.

An awareness of social depth is of vital importance in analyzing and designing participatory processes. Anyone who wishes to start a participatory project emanating from government or elsewhere relatively high up the power ladder, and passively waits to see who comes forward as participants, will rapidly become enmeshed in a web of government servants, male members of powerful families and the like, all of whom will swear they represent a broad group. The politicians know what is good for 'the economy' or 'the country'; the unions know what is good for 'the people', the chiefs know what is good for 'the village'. Hidden behind these stakeholders and gatekeepers lies the world of low-status groups, scarcely represented, if at all - a world of unexpected problems, but equally of unexpected potentials (Verhagen, 1987).

In the Third world especially, low-status groups such as women or the rural poor are of special relevance to environmental management, quite apart from the moral reasons for working with these groups. Practice shows that, due to the generally weak governments, one often simply needs to come to terms with local people to achieve anything substantial in countervailing the environmental tragedy of forests and soils. Secondly, rural people, because of their direct dependence on the rural environment, are at heart more motivated for environmental sustainability than urban-based governments and grab-it-and-run commercial interests. Chambers (1988) has pointed to the fact that local people are often quite motivated to invest in their environment if they have
sufficient certainty that they will reap the fruits of their labour, a matter tightly linked to land and tree tenure. Verhagen (1987)

In Chapter 7, we will briefly ponder the case of the 60,000 farms per year that are being terrassed by low-status groups (mainly women) in Kenya, with no other tools than the hoe and without financial incentives. Donor and government agencies play only a mediating and supportive role in this massive soil and water conservation programme (Harrison, 1987). This and many other experiences, documented, for instance, in Conroy and Litvinoff (1988) and Omoro et al. (1987), are indicative of an opinion rapidly gaining momentum, that the Third World rural poor are not only the prime victims everywhere and the prime causal agents in many places, but possibly also the prime solvers of the Third World environmental crisis. Before participatory projects with the rural poor may bring about the 'quantum leap' towards a solution that Harrison (1987) hopes for, however, several conditions have to be satisfied. The remainder of this section will be devoted to these.

First, also for participatory local work, the political support of global organisations and Third World governments is a crucial background factor. The Kenyan programme and the Burkina Faso example described in the Annex are cases in point.

Secondly, as Lundgren (1989) has pointed out, the institutional arrangements and priorities of research have to change towards more interdisciplinary approaches, tuned in to participatory local adaptations. Among other things, this concerns the world-wide system of the International Agriculture Research Centres and their allies at the national level. The resurrection of agroforestry research (King, 1989) is a hopeful sign in this field. It should be kept in mind, however, that successful environmental projects and programmes at the local level have, until now, been successful not primarily because of advanced insights in crops, technical measures or farming systems, but because there have been adequate social strategies for the participation of local people. Therefore, there is also quite some potential for intensifying an effort that has already started on a world-wide scale: the collection and interpretation of data, especially social-science data, concerning successes and failures of participatory approaches in the field. Agriculture, forestry and social and environmental science should build the theory to make successful design of participatory projects into a cost-effective, 'applied' routine.

Thirdly, the cost-effectiveness of implementation is probably an even more crucial factor than the cost-effectiveness of design. Basically, cost-effective implementation hinges on the creation of economies of scale. This may seem contradictory to working at the local level but it is not, if local projects are woven into a wider, programmatic approach. The Kenyan soil and water conservation programme is one example; the Annex gives another, and more are to be found in Harrison (1987). In all these cases there is a basic idea, 'a master design' that integrates scientific knowledge and past experiences, and there is pyramidal network of training and training-of-trainers, through which credit facilities and monitoring information may also flow. The decision to participate, the actual design at the village level and the implementation are left to
the local people, however; the programmes only provide training, tools-on-loan, credits and so on.

These programmes and the organisations that support them should have a sufficiently large scale in four dimensions: two dimensions 'horizontally' in space, one dimension 'vertically' in the social sense, and the time dimension. On the horizontal plane, they should have sufficient spread, being able to work in, say, 100 villages at the same time. 'Vertically', they should be deeply entrenched in the local level, knowing the farmers and knowing how to listen to them, but their tops should be sufficiently high up in the world of money, power and science, in order to ensure stability and a smooth flow of funds and expertise; social depth should be combined with social 'height' to put it in the terms of this section. Thirdly, as will be further elaborated in the Annex, the organisation and the programme it executes should have a long-term commitment, enabling a learning-by-doing flexibility that is essential to translate the programmatic master design to the ever-differing circumstances at the local level.

All this implies that development workers and donor organisations should shift away from current ideas and practices of 'doing it alone' on a project-by-project basis. Once the 'deep way' of spread-out, grassroot-based and long-term programming is adopted, it will become clear that the Third World is already full of government agencies, religious organisations, farmers organisations and environmental NGOs that meet the criteria of catalyzing the participation of low-status local people in environmental management.

6.3 Substantive Depth Of Participation

Processes of collective action and the applied research that goes with them normally pass through a number of stages. All normative disciplines have their own terms for these stages. Since the basic idea is the same everywhere, however, the list below should suffice without further elaborations. In practice, the sequence of stages tends to be more complex than a linear following of one stage after another; pieces of analysis, for instance, are often cyclically mixed with bits of design, for reasons or research efficiency (ref. Chapter 3). The phasing is, roughly:

1) Problem identification
2) Problem analysis
   - how do the chains of effects proceed from the relevant activities to the environmental and social impacts?
   - how should these impacts be evaluated?

---

285 Conway (1988) reports on a case in which local NGOs joined forces to form a supra-national NGO with a top level so respectable that it could receive funds directly from USAID.
3) **Background analysis**
   - why do people pursue the activities that lead to the problems?
   - why cannot the environment supply or support more than it does?

4) **Design of possible solutions**
   (policies, strategies, plans, physical designs, projects, programmes etc., on the basis of options, facts and values identified in the analysis)

5) **Ex ante evaluation and decision-making**

6) **Implementation**
   - second-stage analysis, second-stage design and second-stage decision-making
   - implementation in the strict sense.

7) **Ex post evaluation**
   
   The terms second-stage analysis, second-stage design and second-stage decision-making have been introduced here to emphasize that the sequence is often run through several times, at a decreasing level of scale or scope. Physical planning from the national level down to the neighbourhood level is a well-known example. Another is the programmatic approach to local environmental projects, mentioned in the previous section.

In the past, participation often only meant that people were expected to contribute *voluntarily to the implementation in the strict sense* (McCall, 1987). Many contemporary authors tie the concept of participation to decision-making, suggesting that participation should be restricted to saying yes or no at stage 5. In practice, participation may occur at all the stages of processes of collective action. And this is just as well, for there is much less point in just saying yes or no than in having an influence on the identification of what the problems actually are, the analysis of their causes and the design of possible solutions. Huberts (1989) demonstrates, for instance, that the participation of action groups in road planning is more effective if the groups succeed in participating in the design phase.

It is not necessarily so that participation at an early stage implies participation at a later stage. Environmental philosophers, for example, will often regard it as their job to participate intensively in identifying (general) environmental problems but to distance themselves more and more as subsequent stages unfold. Another example is the problem analysis carried out for the Dutch national Traffic and Transport Plan. The Public Works Department conducted more than 200 open interviews with spokespeople of high-status groups in order to achieve the fullest possible grip on the problem (De Groot et al., 1990); this participation did not imply that all the 6 respondents also participated in the rest of the analysis, design and decision-making process. Other forms of shallow participation in terms of substantive depth are encountered when people only take part by putting forward options for solutions in the design process or only participate in the implementation stage.

The dimension of 'substantive depth' can thus be defined as the number of stages of a process of collective action in which participation takes place.

An example of successfully increasing substantive depth is quoted in De Groot and Zanen (1990). It concerns a land-use planning office in an African country. In former
years, land-use planning for the villages was done the 'sophisticated' way, integrating physical science data on land evaluation maps. No plans were adopted by the villages. It was felt, therefore, that social data had to be taken up in the analysis and design. This was done, using intensive surveys and sophisticated techniques for data interpretation and their integration into the plan-design method. The resulting plans were still not adopted. A breakthrough ensued when it was decided to let the villagers participate in problem identification and analysis (phases 1, 2 and 3). Setting aside all formal survey methods and trusting people's own perception of what was really at stake, this took place in a series of intense village level debates. The results were taken back to the office for the plans to be drawn up. Real success only came about when also this last stronghold of non-participation had fallen; nowadays the land-use design (phase 4) is also executed in villages, during discussions and field walks, facilitated by social and physical scientists, often supported by a few simple, on-the-spot physical science measurements.

Not all planning situations are this conducive for 'full-depth' substantive participation, of course. The essential element here was that the village interest was the only interest at stake. In the industrialized world, local environmental planning and land-use planning is expressly meant to bring in higher-than-local interests, e.g., nature protection, protection of downstream reservoirs or urban development. This granted, the impression still remains that much Western-world planning could do with a whiff of Third World air.

One problem often crops up in discussions about substantive depth of participation, especially with reference to situations where depth on this dimension is combined with a high degree of participants' influence (dimension 9), as is often the case in Third World work. What do you do, theorists may put forward, if you are in a programme with environmental objectives, but local people indicate non-environmental issues as their priority problem, say, market prices or a social conflict? How can you then respond to people's problem identification? In practice, this dilemma plays a role only in a subdued form. People usually know fairly well what a programme is after and what it has to offer, and enter into a subtle game of 'shared problem definition'. In return, the programme knows its people and sometimes adds its own soft manipulations (De Groot, 1989). The Annex gives an example of the fact that a programme may, for tactical reasons, also sometimes give in a bit with respect to its own objectives. This game can of course only be played properly if the programme is broad enough to address at least some of the people's priorities, even if this might not be their top priority. Moreover, awareness on this point should prevent participation being unknowingly 'forced upon people'. If one meets only a half-hearted response to the invitation to play the problem analysis game, either the people should be left

286 The 'package deal' approach described in the 'social fencing' example of Chapter 3 is a means to reconcile a clash of local and regional rationalities. See also the more theoretical discussion in the last section of the Annex.
alone (see Annex) or the programme be rethought; it may, for instance, be too nar-
rowly defined (Bradly et al., 1985, in the next section).

6.4 The Influence Of The Participants

Goldenberg and Friderers (1986) refer to the frequently heard opinion that public participation programmes are hollow exercises, implemented because of some statutory obligation or other. They go on to describe three types of programme:
- "While the above opinion may be the most critical of the critiques, it is only a small step away from the view that most public participation programs are merely public relations programs (...) to convince the public that a given development is for their benefit."
- "At the next level of criticism, public participation programs might be more accurately called public information programs."
- "Finally, and least commonly, there are those few public participation programs in which an effort is made to involve the public, not as spectators but as actors, in the decision-making process."

This brings us to a definition of the ninth dimension: the influence of the participants. In this dimension, variation may occur irrespective of variation in the other dimensions. For instance, high-status groups may have an influence in one phase of a planning process, or low-status groups may have an influence through the entire process (as described in the previous section).

Dimension 9 is the most important political variable of participation processes involving government policy. The dimension is of extra importance because, as has been said already, the concept of participation prompts all kinds of positive associations with the democratic values of society. Many have already pointed out that it is here, especially, that critical notes can be sounded. Fairfax (1978) refers to environmental impact assessment as a 'disaster in the environmental movement' because it saps the movement's energy for a semblance of influence on ad hoc issues. Regarded in this light, participation can operate as a political vacuum cleaner that "identifies", "analyses", "integrates" and "considers" ideas and energies floating about in society, meaning, respectively, that these ideas and energies are sucked up before they become dangerous, broken down into small pieces, pressed into neat blocks and disposed of for recycling.

Below, the dimension of participants influence will be substantiated by describing five consecutive gradations on the scale of participation intensity. Being an independent dimension, the scale can be applied to everything that applied researchers and planners do, but in order to keep the examples sufficiently comparable, we will confine them to the design phase of the 'sustantive depth' dimension. The five grada-
tions are ordered according to the degree to which the researcher shares the design process with the target groups.

(1) The autocratic researchers model

The autocratic (self-governing) researchers model represents all design processes in which the designing scientists barely interact with their target groups (or individuals), if at all. The model can take two different forms. In the first the researchers assume not only that they know all the relevant facts involved in the problem situation, but also that they know the relevant values. In the second case, the relevant values are largely imposed from outside, usually in the form of a Terms of Reference, given beforehand. For complex design such as for a new hospital, the Terms of Reference may be an entire book.

The autocratic model is increasingly being abandoned in the majority of environmental design processes, because more participatory approaches ultimately prove more effective. But this is no hard and fast rule; it may be a good idea on occasions to work out trial designs embodying new ideas in-house. And sometimes the market can serve as a substitute for participation; someone who can sell his weird halogen desk lamps on the market has probably produced a good design, irrespective of whether he has involved his target group or has only given shape to his idiosyncracies.

(2) Working interactively with the autocratic model

It is usually difficult, and in many situations unnecessary, to draw up beforehand a complete Terms of Reference, i.e. making explicit in advance all the wishes of the target group in a way which is sufficiently concrete and sufficiently relevant. The 'value input' must take place, of course, but this may happen in an exchange between the designer(s) and the target groups. An architect and his client will often spend a long time together discovering what the terms of reference are of the house which is to be built and usually the architect will come back to the client for further consultation on more than one occasion. In such cases, they may use draft sketches in order to discuss what the next stage of the design will be.

The majority of the design studies in which the Centre for Environmental Science has been involved have proceeded according to this model. In a student study designing a municipal plan for the improved recycling of domestic waste (see also Section 5.3), the normative boundary condition set by local authority was that whatever was designed, it had to be neutral in terms of its budget. This condition proved to have a lot of leeway: should budget neutrality relate to the initial years as well, should it apply per district, per municipality or supra-municipality, should it be gross or net, and on the basis of what assumptions was it to be calculated? It proved impossible to think up all these Terms of Reference questions beforehand, let alone answer them.

287 The autocratic model is usually called the 'rational model'. Thus more participatory approaches are labelled as being less rational. The general currency of the term is evidence of the dominance enjoyed until recently by the autocratic view (Faludi, 1987).
But nor was it found to be necessary. The questions were discovered and discussed with the local authority in the course of the design process. This type of interaction also occurred during the larger studies IODZH (Udo de Haes, 1983) and KUSTEX (Baarse, 1984), albeit that in these cases there were more participants and interaction was regulated on a more formal basis. In all cases, the research group worked with the autocratic model but the 'value input' was incorporated in intermediate steps.

In the Third World it is really brought home to planners how important it is to incorporate the target groups' 'value input' as intensively and as early as possible in the design process. In the Kenya Woodfuel project (Bradly et al., 1985) the researchers had worked out that the wood fuel supply in Western Province was a major problem. This was confirmed later in practice, but at the same time it also emerged that the target groups accorded higher priority to other problems, so that an approach with a broader content was necessary to motivate the people for the wood fuel problem. It also emerged, on closer inquiry, that types of trees which technically speaking would be highly suitable for solving the problem were not eligible. In Western Province, wood fuel supply is women's work. They are not allowed to gather wood from male property and, as it turned out, trees are always male property. The women said to the researchers: "Your ideas are all very well, but the trees are of no value to us!" Thus the researchers discovered an improved terms of reference, by analogy with the architect who goes and consults his client on the basis of pre-design work: a low-growing type of tree, which in social terms could be defined as a shrub and thus as women's property.

(3) Working interactively with an interactive model
Faludi (1987) describes how British planners, as a reaction to the dominant autocratic planning model, started developing a new planning approach in the sixties. They were not so much out to apply what in itself was an autocratic design methodology in a more interactive way, but to develop an approach which was interactive as such and provided with new techniques, specially designed for interactive work. The new approach was called the Strategic Choice Approach, and one of the new techniques was the well-known Analysis of Interconnected Decision Areas (AIDA). In Third World planning the same more radical participatory approaches are reflected in the familiar adage "Combine people's knowledge with scientific knowledge".

Characteristic for this 'third degree of participants influence' is that not only are the values of outsiders incorporated interactively into the design process, but also their empirical knowledge of the problem situation. In the Third World this includes local knowledge about the suitability of soil types for certain crops, the uses of trees for all kinds of purposes, the migration routes of fish and the like. Participants can also provide all kinds of options for solutions as part of this process, such as preventing erosion with bunds of loose stones instead of earth walls (see Annex). And for their part, the researchers can think up a clever way of constructing these bunds precisely along the contour lines of the hills (Harrison, 1987). Because of their inherent flexibility and informal character, design paradigms such as the Strategic Choice Approach are also better fit than the two aforementioned approaches to cope with 'unstructured'
policy problems with high degrees of uncertainty and conflict vis-à-vis the problem formulation (Snellen, 1987).

(4) Shared design

In the participatory design process described above, a distinction remains between a designing and a non-designing party. At the 'fourth degree of participants' influence’, the interaction is stepped up to such an extent that the difference between the two parties blurs. One is then sharing in the design process.

By way of example, let us imagine that an environmental section of the Public Works Department has managed to arrange for a badger tunnel to be constructed under a motorway. In such a situation a biologist will become the 'client' and a civil engineer, the designer. What would happen in the autocratic model? The biologist would draw up an extensive terms of reference for the badger tunnel and send this via the internal mail. The engineer would receive the assignment, smile momentarily at this unimpressive task and dutifully set to work. The result would undoubtedly be a tunnel, but not a tunnel in which all the knowledge and creativity of the two people involved had been exploited.

In a shared design approach, the biologist and the engineer sit down together without a formal terms of reference. The biologist will talk about badgers’ migratory urges, the engineer will sketch a standard solution, the biologist will explain that the badgers really do not need a two-lane tunnel but would perhaps very much like a tunnel that was extremely dry and well-fitted, badger-style, in the landscape. If all goes well, the biologist may end up in the evenings working out the financial consequences of alternative designs, with the engineer reading a book about badgers. Whatever the case may be, the result will be different, and probably a better tunnel.

Apart from the effect on the design of the one tunnel, something more will have happened through the shared design process. The engineer will have learnt all kinds of things about badgers, and perhaps even come to see the world a little through badger's eyes. And the latter result (which Chapter 8 would call a hermeneutic one) means that the technologist has internalized a bit of the badger’s interests. What the biologist has done is a way of actually getting engineers themselves to be motivated about badger tunnels. Hence, shared design has a strategic effect on top of the immediate result.

Bass (1988) describes how the IUCN, together with local government officials, has been working on the design of a National Conservation Strategy for Zambia. The process involved a long series of discussions, workshops, joint interim documents and the like passing between officials of many ministries. Anyone looking at the final NCS document will see that in terms of content it is nothing deep or innovative. One gets the impression that NCS-designers have been much more concerned with the shared design process itself than with the final result. Or rather: that the desired final result was an internalization of the environmental interest in a broad layer of the Zambian government, while the strategy put down on paper was only a tool. There is little doubt about the fact that this approach was much more effective than the possible other extreme of designing a marvellous plan in isolation. Bacow and Wheeler (1984)
describe a number of U.S. cases of joint problem solving and negotiations in environmental disputes which are more 'product' and less 'process' oriented.

Kerkhof (1990) reports how in the Turkana Rural Development Project (North Kenya) switched from an unsuccessful top-down design of afforestation by means of external (financial) incentives, to an approach of shared design. The key element of the shared design procedure is village seminars in which researchers and local people discuss the problems together and put forward proposals for improvement. This way it emerged that the (cattle-keeping) Turkana had a traditional system for the management of existing vegetation and that deforestation could be combatted much better by reviving and stepping up this management system, provided that the researchers themselves "threw overboard virtually all forestry theories". As a result, the chiefs have now instituted an effective ban on charcoal export from the area and regulate the protection of saplings, and the local people are now planting almost a million seedlings per year, without external financial incentives, as a result of a revived 'tree awareness'. In The Netherlands, the growing number of environmental covenants between government and industry, being a kind of 'shared policy instrument' in themselves, are largely designed in shared processes (Klok, 1989).

(5) **Self-help promotion and 'mediation'**

Chambers (1988) states: if you know that the poor people in the Third World, more than rich people, more than governments and more than commercial firms, are motivated for environmental investments - then draw the full consequence: people's priorities first. That brings us now to the field already referred to as 'self-help promotion', which, if it focuses on the identification of solutions, we might call 'self-design promotion'. In the Third World the term refers principally to development work aiming at promoting the autonomy of low-status groups.

Another example of this 'fifth degree of participants' influence is mediation, often used in planning and negotiation processes in the industrialized world (e.g., Susskind and Cruikshank, 1987). The mediator is a catalyst who serves to help groups to formulate their views and designs and to facilitate the negotiating process through a variety of informal, social tactics.

To complete this section, I shall give a hypothetical impression of a radical choice for the knowledge of participants in a Third World situation. Contrary to most self-help and mediation cases, it is a highly formalized procedure that does the work here.

Tanzania at present, tired of all the collective experiments, is privatising village land. Finding a fair allocation of land among families is a highly complex business, however. The idea is to give all families an equal share of land quality, not an equal share of the land surface area. But how to achieve this noble aim? The quality of a

---

288 Verhagen (1987) issues a warning here against a naive enthusiasm: the heart of the matter, he says, is not our good intentions and not how we can reach the poor, but how we can prevent them from in fact becoming even more impoverished because of our breaking through their isolation. The action-in-context framework (Chapter 5) is a tool that may help to assess whether promotion of autonomy can have a positive environmental effect.
piece of land depends on its fertility in normal years, its vulnerability in years of drought, the amount of tilling the soil needs, the distance from the farm and many other factors. Added to this is the fact that some families have a preference for certain spots because of their family history, while some families prefer more arable land instead of grazing land etc. If I were to make a fair design I would have to inventory all this, analyse all these facts and values and draw up a village allotment plan. Of course one could never do this in all the villages in Tanzania, and what happens in practice is that families are arbitrarily allocated a piece of land using a top-down imposed 'blueprint'. Too much information and design time would be needed to make a fair design. And yet a fair design can be made in a simple way: why should one in fact have to collect and process all this information? Don't the people themselves already know all that is needed?

This question involves a further breaking with the normal working perspective of the designing scientist. The normal picture is that the researcher (with or without the participation of the target groups) extracts the relevant knowledge of facts and values from the world, converts this knowledge into a design and gives the design back to the world. In making a radical choice to leave the knowledge where it is (with the participants), the designing scientist becomes the designer of a social process within or between target groups out of which the physical design arises and which can be applied in numerous locations, if necessary without the designing scientist even being present.

For the Tanzanian case described above a procedure of this kind might be as follows.

(1) If the village comprises 100 families, divide the land that belongs to the village into 800 equal plots by means of an arbitrary network of squares. Mark the squares. Ignore inconvenient boundary lines; these will be sorted out later.

(2) Ask the main workers of the land (the women, usually) to go and stand on the plot of their first choice. If there are two or more women on one plot, negotiate on this by enlarging a number of the plots which are still free until you have achieved a one-woman, one-plot situation. Mark this result in situ and on a map.

(3) Now ask the men (and in their absence, the women again) to go and stand on the plot of their first choice. Repeat the negotiating process. Record the result.

(4) Ask the women to go and stand on the plot of their second choice. Repeat the negotiations.

(5) Repeat this for the fourth choice of women and men. Names have now been allocated to all plots.

(6) Now the inconvenient boundary lines have to be adjusted to make easy boundaries from tree to tree, along the stream etc. This is done by negotiations between plot neighbours, where necessary supported by a 'mediator'.

(7) Now each family has eight plots, largely distributed over the entire territory of the village. Set aside a week to allow people to exchange plots in an organised way so that a more optimal pattern arises.

A procedure of this kind can of course be set up in many different ways. The basic idea here is that a procedure which leaves implicit the knowledge of the partici-
pants (about facts and values) can result in a design which in terms of content is better, cheaper, faster and less susceptible to corruption, precisely because the designer of the procedure has assumed that he knows nothing and does not need to know anything.
ANNEX 6.1

(with S.M. Zanen)

Enhancing Participation of Local People - Some Basic Principles and an Example from Burkina Faso

Abstract

The enhancement of participation of local Third World people in environmental management first of all requires that people are treated as knowledgeable and trustworthy actors and that this interaction is shaped in flexible, 'learning' programmes, not in 'knowing' projects. Exemplified by a regional rural development programme in the Sahel, the principles of non-doing, non-paying, non-forcing and 'development stages' are dealt with in this Annex, rounded off by a reflection on the conflict between local and outside interests, often encountered in environmental management.

Introduction

The congress 'The People's Role in Wetland Management' (1989, Leiden University) devoted a workshop to the issue of how to enhance local people's participation in wetland management. The papers contributed to this workshop, the ensuing discussion and the conclusions have been summarized by De Groot and Zanen (1990). This Annex summarizes that summary and follows a different approach in exemplifying the theoretical notions; instead of the brief references to examples from India, Sri Lanka, Nigeria, Kenya, Sudan and other countries found in De Groot and Zanen and this chapter, we will focus on a more in-depth description of one example, the PEDI programme in Burkina Faso, thus providing more concrete insight into the complexities and the simplicities of participatory development work. Before moving to the PEDI programme, we will first expound some of the basic principles of enhancing participation, based on the workshop discussions.

Programmation et Exécution de Développement Intégré, Kaya, Burkina Faso

It will be appreciated if the Annex is referred to as: Zanen, S.M. and W.T. de Groot, 'Enhancing ......' etc., in: W.T. de Groot, etc.

Writing 'PEDI' here is a simplified way of speaking about some eight related Burkina government agencies' programmes. The credit of these programmes goes to the villagers and to these government agencies, not to PEDI as such. It may be mentioned that the interplay between the PEDI management and the government agencies is in itself also a form of participation. The agencies themselves propose, plan, execute and monitor all programmes. PEDI provides a conceptual framework only and, as a donor, defines financial limits.
Throughout the Annex, the term participation will denote the type of participation often called 'real' or 'deep' participation, characterized by high scores on the dimensions 6, 7, 8 and 9 of Section 6.1.

**Blue, Bluer and Bluest Prints**

As has been shown all too often in practice, attempts to apply blueprints for the organization of participation fail. Yet, as anywhere, there must exist certain general 'tricks of the trade', and we should be able to uncover at least some of them. In the following, concentration on isolated tricks, lessons or checklist items will be avoided; instead, we will try to reveal more fundamental conditions for participatory work.

During the execution of a participatory development programme in Southern Sudan (Zanen, 1990) it was found that focusing attention on any one village or group, however temporarily, aroused resistance from other villages or groups. Thus, the programme changed its ways and started to spread its attention over as many villages and groups as possible, not doing things one after another, but doing things little by little at many locations at the same time. In the context of Burkina Faso, however, this approach is not feasible. People want the distribution of attention to be uneven; special people should be treated first. Thus, the PEDI programme had to have a different approach. Failure would have resulted if the Sudan experience had been adhered to in blueprint fashion.

However, it was found that accepting the unevenness resulted in village people working collectively to upgrade only the fields of chiefs and their families ('noblesse'). This effect was mitigated by moving away from the treatment of isolated fields to the treatment of larger village area sections. These may include fields of chiefs, but always include fields of other villagers too.

The reason why the Sudanese and Burkinabé react so differently is that the nilotic societies in Southern Sudan have fiercely egalitarian traditions, but the Mossi of Burkina Faso are organized along vertical, hierarchical lines. This insight may be translated into a guideline for enhancing participation, that lies at a higher level than the original, unfeasible blueprint; it is a meta-blueprint, so to speak. It reads as follows. (1) Find out whether the society is of the hierarchical or the egalitarian type. (2) If egalitarian, spread the programme attention as evenly as possible over all villages and groups. (3) If hierarchical, accept an uneven distribution of benefits, but try to find creative ways to mitigate the inequalities.

An objection might be raised at this point. It may be a good thing, one might say, to be aware of the difference between egalitarian and hierarchical societies and design actions accordingly, but how can we ever be aware of everything we need to know? There must be at least ten other relevant differences between types of societies. This leads to a guiding principle at a next level of generality (a meta-meta-blueprint, one could say), that has already been indicated in the Sudan/Burkina case. The most fundamental factor in success is probably a learning approach i.e., the capacity to respond to people's knowledge, opinions and actions. This capacity is partly a matter of organisation, as already indicated in Section 6.2: a programme has to be conceptualized with a built-in flexibility and a long time horizon. The learning capacity is also a matter of the attitude of the development worker, however, who has to come to see the local people as knowledgeable and trustworthy co-actors.

During the workshop, other learning approach examples were given. 'Development is a process, not a project', was Siriwardena’s (1990) message, implying that if you want to
link up with people's development you can only do so in a 'learning' programme, not in a 'knowing' project. The attitude element of the learning approach was repeatedly stressed as a real Gestalt switch that the development worker has to go through first, before anything else can be attempted. This echoes a wisdom written down some 2,500 years ago:

*He who does not trust enough will not be trusted.*

*Before receiving there must be giving.*

Core Characteristics of PEDI

We will return to the attitude aspect in the last section. The following sections will concentrate on some additional key principles, given body by the example of the 'Programmation et Exécution du Développement Intégré' (PEDI) in Burkina Faso.

PEDI is situated on the Mossi Plateau, an environmentally degraded part of the Sahel. It has been there for ten years now, working almost exclusively through Burkina Faso government agencies, stimulating and co-ordinating activities in about 150 villages.

The basic concern of PEDI is to enhance a process of village "auto-promotion". This french word means that villagers themselves be able to analyse the existing problems in their (social and physical) environment, organise themselves and define actions to be taken, thereby assisted by competent authorities (usualley in the form of training and credits). Since the area must cope with enormous environmental problems recognized by the population, environmental restoration and rainfed agricultural development are at the core of PEDI. Water-harvesting and erosion-control measures (stone bunds on the contour lines, gully-control dykes, small dams and plantations) and fertilisation of fields (application of manure and compost on protected fields) are the major components in this field of action. These actions are accompanied by intensive cattle husbandry, small-scale fodder production, processing of crops, small-scale irrigated horticulture, drinking water supply, small-scale mechanization (animal-drawn plows and carts, hand-pumps and grain-grinding mills, village grain storage and the promotion of small-scale industries (weaving, salt-lickstone production and marketing).

This is not to say that PEDI does all these things in the physical sense of the word. The programme only runs a few trucks for the transport of stones for erosion control works collected by the people; transporting the stones on foot or by cart has proven to be unfeasible in the long run. For the rest, the local people do all the work. PEDI does not pay people in money or food. As observed by Fujisaka (1989): "It is commonplace that such incentive-driven 'adoption' has generally not been sustainable". Doing things yourself or paying people to do them is often the quickest way to get things done, but it is also the quickest way to lose them.

Then, what does PEDI do? In a way, it does nothing. It does not do the easiest and most ephemeral thing, e.g. building erosion control works. It also does not do the next easiest thing, e.g. instructing and paying farmers to build them. Instead, PEDI tries to motivate people and help them get organized. Then, PEDI trains them in establishing the contour-lines themselves (with a simple spirit-level device), in dyke-building and forestry.

---

292 Tao Te Ching, in the translation of Gia-Fu Feng and Jane English (1972), from Chapters 17 and 36.
techniques, in revolving fund management, and so on. Hence, PEDI is first of all a social strategy, with training components second, and physical inputs as a supplement.

Like many other participatory programmes, PEDI tries to imitate the Chinese sage of 2,500 years ago:

The sage goes about doing nothing, working without doing.
When action is performed [that way],
People say: 'We did it!'
Work is done, then forgotten.
Therefore, it lasts forever. 293

Village Level Interaction

PEDI started working at a watershed level. It later emerged that the number of villages belonging to these units was too great for efficient self-organisation. Thus, PEDI adopted the next lower social level, the village, and later the village quarter, as the social units to work with (without, of course, changing the scale of the programme).

PEDI claims to be an 'integrated' programme. Conceptually, this implies that it endeavours the people's categories of the environment. It has taken the educated technicians quite an effort to understand these categories, to define them in scientific terms and to establish their aptitudes for exploitation. It appeared that in at least 80% of the cases people exploited the environment according to its (scientifically confirmed) potential. The remaining 20% produced material for an interesting exchange of views between villagers and technicians. It appeared that not using the environment optimally, or using it wrongly, was mostly due to social factors rather than lack of knowledge. This debate proved fruitful: with new techniques (erosion control, fertilisation) some technical factors can be controlled which, if correctly applied, also resolve some of the social issues, such as tensions over land scarcity.

The difficulty of forestry departments all over the world to shift away from their 'forest paradigm' in which trees are parts of a forest to be protected from the people, to a 'tree paradigm' in which trees are individual entities to be owned, cut and protected by people (Wiersum, 1984) is another example of the fact that being an 'integrated' participatory programme implies not only that scientific disciplines and government agencies should be coordinated to respond to the people's wide variety of needs and plans, but also a number of deeper, more paradigmatic shifts.

Referring back to an issue raised in Section 6.3, PEDI's being 'integrated' does not imply that the programme responds automatically to everything that people may want, however. It concentrates on actions that directly increase productivity and sustainability. In specific circumstances, PEDI gives in to people's wishes in a non-PEDI field. Sometimes, for instance, a village quarter has properly organized itself and is willing to undertake erosion control or similar activities, but simply lacks the time because people have to walk many hours each day to fetch drinking water. Then, PEDI may assist in constructing a well. Sometimes, support on the construction of a dispensary or school is given to a village as a prize for a long and outstanding record in soil and water conservation. The criteria for support applied here are the reinforcement and complementarity of the various actions.

293 Tao Te Ching, op. cit., from Chapters 2, 47 and 17.
Before people will do something, they must know how to do it, in technical terms and especially in terms of social organisation. Secondly, they must want it, because of its economic or emotional benefits. Thirdly, people must dare to undertake it. In order to enhance people being able to fullfil these three conditions, PEDI offers a variety of things:

- things for free: transport of stones and the incidental subsidies mentioned above;
- things on loan: hand tools and especially credits;
- ideas and training; some 20 kinds of courses are given every year, involving more than 8000 farmers;
- the certainty that actions are not proposed for any other reason than for the people’s benefit;
- political back-up and legitimation;
- self-respect and pride.

Below, we will elaborate a few of these points.

Soil and water conservation means hard work during long hours that could also be put to other uses, e.g. off-farm activities or migration to the city. People’s motivation to undertake these activities therefore depends on concrete, visible and rapid returns. A part of PEDI’s success can therefore be attributed to the fact that crops usually respond quickly and substantially to soil and water conservation.

African farmers often have a well-founded mistrust of government agents. As we have seen in Section 6.4, this may even lead to financial incentives having reverse effects. This is also one of the reasons why farmer-to-farmer training, extensively applied in PEDI as it is in many other participatory programmes, works so well. Trust is at the heart of all (collaborative) participation.

Especially in hierarchical societies, people often do not dare to undertake anything that may improve their position relative to the chief or other elites. Because of this, a whole village quarter may hesitate for a rather long time, but then suddenly be seized by the spirit of development, if a few daring farmers have proved not to be repudiated. In such cases, the percentage of aggregate time spent on soil and water conservation may soar from 7 to 70% of the available aggregate working time of a village. PEDI enhances the chances of this occurring by involving chiefs and lending official status to people’s actions; sometimes, people even ask to have actions officially ‘imposed’!! It is more essential, however, that the programme convinces people that things only happen if they take the initiative. If people don’t, PEDI does nothing; there are enough other villages left. Trying to force development on a village that is not yet organized or occupied with internal conflicts simply doesn’t work and may even intensify the conflicts, leaving low-status people worse off than they were before.

Like ourselves, local people are not only motivated by economic benefits, but by emotional and social benefits as well. To bring in an official delegation when something great has been accomplished and to make a good show of it is therefore a means to enhance participation. In the same vein, PEDI has adopted the approach of the NGO ‘6-S’, stimulating people to pay back their credit for a grain mill by telling them that the money will be revoked to the neighbouring village. That village will thenhave the ‘daughter-mill’ paid for by the reimbursement of the ‘mother-mill’ in the first village. That way, people can take concrete pride in what they do, and this has shown to increase motivation. We will go into this matter somewhat deeper in the last section.

PEDI not only puts offers into the interplay with people’s own self-help capacities, but demands as well. The increased crop yields on bunded fields, for instance, may lead to nutrient depletion after some years; for this reason PEDI has set the construction of manure
pits as a condition for receiving a credit for animal traction. Every credit must be repaid before the next can be given. A proven capacity to organize oneself at the village quarter level and successful completion of a credit management training course is a precondition for receiving any credit at all. The PEDI game of development is played with clear-cut rules.

It may be noted that PEDI can only prevent people from sitting back and hoping that PEDI will become weak-hearted because PEDI had not made itself dependent on specific villages. If a village quarter does not respond, PEDI bypasses it; the programme can wait. If a village quarter does not pay back its credits, PEDI moves out. The programme does not force, pay or beg development on people; neither can people force anything on the programme. To put it in the wordings of the Tao Te Ching, the programme is 'detached', 'desire-less':

*Who can wait quietly till the mud settles?*

*Who can remain still until the moment of action?*

*Observers of the Tao (...) are not swayed by the desire for change.*

*The sage is detached, thus at one with all*.

**Programme Organisation and Context**

Many elements of PEDI’s organizational principles have already been met with in the previous sections: its types of inputs and outputs, the way it is working through the government agencies and its flexibility, brought about by its longterm commitment and 'non-forcing', 'learning' strategy. Two other elements will be briefly touched upon in this section.

Working through government agencies has the practical advantage of using the existing infrastructure and the deeper advantage of taking a sustainable root in society. It involves the real risks, however, of programme principles getting lost on their way down, and of information about what is going on in the villages becoming biased on its way up. In order to reduce these disadvantages, yearly evaluation and planning meetings are held in every participating village. Moreover, the programme keeps up its own informal information network, in order to monitor progress and keep in close touch with the farmers’ perception of the agencies’ performance; the villages have the right to complain.

The previous section already touched upon a principle that serves as an overall organisational framework; people have to go through a certain phase first in order to qualify for the next. More fully described, this is PEDI’s ‘four-stages principle’.

1. First, a village quarter must show capable of organizing itself adequately and accomplishing some small-scale collective action, e.g. constructing a drinking- water well or exploiting a horticultural garden. This stage is rounded off by training in credit management.

2. Then, the first small credits may be given, which have to be repaid within a year. On this basis, larger credits may follow, combined with the start of erosion-control activities, demonstration of animal traction, the construction of manure pits etc.

3. If this has become properly established, the training and credits may move to a more complicated level, e.g. for the construction of a small dam, the planting of live hays and the introduction of livestock improvement programmes.

---

294 *Tao Te Ching*, op. cit., from Chapters 15 and 7.

295 Other risks exist too, of course, but these hardly apply in the Burkina Faso context.
4. The final stage comprises fairly large credits, village land-use planning, the stabling of all livestock and so on. This four-stages principle structures the village level interactions and also serves to coordinate the activities of the different government agencies and extension workers. As soon as all parties involved know which stage a village is in, the parties know what to work on. The four-stages principle also structures the interaction between PEDI and its donor (the Dutch government development agency).

Participatory programmes, due to their necessarily long time frame, learning approach and flexibility, are notoriously hard to handle for donor agencies. If you really give people a say in the design of plans and their implementation, it is impossible to predict what output will be created at what pace. Moreover, some of the output will be non-physical, and therefore hard to measure. How, for instance, to measure people's increased capacity to stand up for theirselves and for each other, or people's increased awareness that development is something tangible that they themselves may bring about? Thirdly, participatory action needs a long period to dig itself in into a society's social structure and find a way to get started; donors therefore have to accept that development sometimes takes the form of 'marching without appearing to move'.

One of PEDI's lucky circumstances has therefore been that the donor accepted the four-stages schedule as a basis for funding and evaluation; PEDI's official objective has been set as bringing at least a hundred villages at least two stages further on the 'development ladder', without requiring an exhaustive specification of each stage's output.

The second positive factor in PEDI's context is the Burkina Faso government, that has realized that its people's "initiative and working force", as the current Five Year Plan puts it, are the only real resource that Burkina Faso commands. Participatory approaches are therefore encouraged. This support is accompanied by a flexibility and humour that sometimes go to amazing lengths, e.g. declaring that all land belongs to the state and then quickly adding that, of course, the state is the people. Both the government's deep commitment to people's priorities and the more humorous aspect of the 'Burkina experience' have their counterpart in the ancient book we have already quoted extensively from:

*He who takes upon himself the humiliation of the people is fit to rule them.*

and

*Those who rule without cleverness Are a blessing to the land.*

Homo Economicus and Homo Honoris

In the previous sections we have explored ways to enhance the participation of local people, given the primary attitudinal conditions of learning and trust. In this final section we will work our way back to this primary condition, starting from a different point of departure.

---

296 Tao Te Ching, op. cit., from Chapter 69.

297 Banking donors face yet another problem, as explained once to one of the authors; "You know what the problem is with these participatory approaches? They don't move money!"

298 Tao Te Ching, op. cit., from Chapters 78 and 65.
In the circumstances in which PEDI works, the local people themselves are the primary beneficiaries of the environmental restoration they may bring about. Other cases are more complicated, however. Soil erosion, for instance, often hardly affects the upland farmers that cause it, but affects the water quality and sustainability of rivers and reservoirs downstream. Or, to mention a situation of special importance for environmental management, the protection of wildlife and ecosystems are often a cost item for the local people, while the benefits accrue primarily at the national level or to mankind as a whole. These 'dislocations' of costs and benefits are at the root of many environmental problems. How can one expect (collaborative) participation of local people when the benefits of their action go to other people or larger collectives?

Two opinions concerning this dilemma surfaced during the Leiden congress workshop discussion. A group that might roughly be referred to as environmental scientists saw the solution in *compensating* local people for the losses they incur by letting trees stand or spending time planting them, or by not draining a wetland, or not going hunting. The group admitted that this solution may take the ethically and practically weird form of paying people for *not* doing something. And the group volunteered yet another problem inherent in the solution: how can people be prevented from taking the money and yet going hunting?

It is interesting to note that this objection was not raised by the second group of discussion participants, that may be roughly referred to as the participation experts. They did not oppose specific elements of the proposed solution, but refused to go along with the 'compensation' line of reasoning at all. The conflicts between local and outside interests are in fact not so overwhelmingly important as theory predicts, they felt, and if these conflicts do appear, it is better not to emphasize them and start compensating people, but to find their deeper cause, bring parties in contact with one other and try to find a shared design of alternatives. That way, one can rise above a problem instead of digging oneself in, and if people have been really involved in defining the problem and designing the solution, they can be trusted to keep their side of the bargain.

Somewhat speculatively, one may regard this clash of opinions as the surfacing of two different paradigms concerning the reasons why people in fact do things. The environmental scientists seemed to work from an image of man as a *homo economicus*, who chooses between options for action by weighing the material costs and benefits as they pertain to the individual only. The participation experts, on the other hand, seemed to work from an image of man as *homo honoris*, who is primarily motivated for keeping up self-respect and being respected by the community (Engbertsen, 1990). Enhancing repayment of credits by the mother-mill/daughter-mill method is an example of how the *homo honoris* capacity of people is put into practice.

Matters become further complicated by the human tendency to react according to what one feels to be assumed by others. If treated as *homo economicus*, we start looking for advantages. If treated as *homo honoris*, we will feel pride in being trustworthy.

It goes without saying that the *homo honoris* view of local people is the one compatible with the Gestalt switch we must first go through, it has been said, before participatory approaches can be successful. We conclude, therefore, that also in cases of conflict between nature protection and local interests, as in any other conflict between outside and local interests in environmental management, the basic principles expounded in this paper remain as basic as they are. Compensations and other strategies that build upon the *homo economicus* aspect of people may be necessary but should, for both ethical and practical reasons, be embedded in a learning approach that treats people as knowledgeable and honorable actors.
And then at last, tired of learning approaches and reading about them in an Annex overquoting the Chinese masters, you may

*Give up learning, and put an end to your troubles.*

---

299 Tao Te Ching, op. cit., from Chapter 20.
Chapter 7

INTERPRETATIVE DIRECTIONS IN ENVIRONMENTAL SCIENCE
The science of ecology comprises two quite distinct branches of thinking, which may be called, following Naess (1973), 'shallow' and 'deep' ecology. Could such a distinction be made in problem-oriented environmental science as well? And if so, could that be of practical value for the analysis, explanation and solution of environmental problems?

In this chapter, Ann and Ronald will explore these questions, and indicate that answers to both are affirmative. As it turns out, however, 'deep' and 'shallow' should not be conceptualized as disparate categories, but as defining a single dimension allowing for intermediary research and theory positions. The final section is devoted to the practical implications of some interpretative concepts of environmental philosophy.

Readers not in the mood for explorative dialogues may confine themselves to the summary on the next page.
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Summary

What people (including decision-makers) remember and live by are metaphors, images and stories. Could 'scientific stories' also be told by environmental science? Landscape evaluations seem to be an example indicating that such an objective may indeed be attainable, but what may be said about it in more general and critical terms?

The 'hermeneutic' branch of the humanities has a long-standing tradition of scientific story-telling, aiming not to look at the outside of things, but to understand their inner life. Its characteristic method is the 'hermeneutic circle', moving from concentration on the individual entity (seen in a perspective of co-subjectiveness) to a more objectifying analysis of contexts and back again. Hermeneutic science usually confines its activities to the interpretation of texts but usually too, it is acknowledged that other phenomena (e.g. nature) may also be accessible to the hermeneutic method. Roughly, we might say that the interpretability of phenomena increases with their being complex as well as integrated, and decreases with the degree of alieness of their type of inner life. Many things, then, are interpretable, i.e. that one may attain a whole-person grasp of the phenomenon in question; fewer phenomena are accessible to a real hermeneutic, i.e. an understanding of what it is to be the phenomenon under study. Environmental problems belong to the class of interpretable phenomena, e.g. when conveyed as experienced by dramatis personae.

Hermeneutic theories differ greatly from quantifying-empirical theories; at the same time, however, many phenomena can be studied in both the quantifying and the interpretative perspective. Quantifying approaches may serve as a part of a hermeneutic circle and reversely, interpretative approaches may serve as exploratory elements in quantifying research. As is the case with quantifying research, interpretative research results may classify as scientific achievements on the basis of their having gone through a critical discussion and on the basis of the appropriateness of the methodology.

'Deep ecology' is not the interpretative study of environmental problems, but of the environment and our relation to it. The practicability of Deep ecology for environmental science can be illustrated by means of a better grounding of the concept of wilderness solitude and its subjectified operationalization. More difficulties are encountered with respect to the concept of 'health' of nature, because Deep ecology tends to speak of nature in the imagery of self-maintaining ecosystems, which is empirically unsound. In an adapted ('semi-interpretative') form, however, the concept grounds the assessment procedure for naturalness, used in Chapter 4.
7.1 Scientific Story-telling

Ann, an Analytically inclined senior researcher of the Environmental Science Centre, is turning the pages of a dusty report\(^{300}\), sitting in her office surrounded by loose heaps of old files. Enter Ron, a more Romanticizing junior environmentalist.

*Ron:* Hi Ann .... what’s this? Trying to make your place look more like mine?

*Ann:* Certainly not, Ronald. After twelve years in this office, I’m just cleaning out some of the stuff that’s accumulated. Look at this report, it’s that landscape study we did eight years ago, as part of the big EIA on the drinking water supply of South Holland province. The funny thing is .... I remember very well doing the landscape study, but it now turns out that I don’t remember any of the results! I remember all kinds of problems we had to deal with in the research, all kinds of people and social situations involved; I could roughly reproduce the method we followed for the landscape impact evaluation of drinking water supply projects. And, of course, the drinking water projects themselves. Look, here they are: the artificial recharge ponds in the dunes, the deep-well infiltration schemes in the suburban parks, the river bank infiltrations, the big reservoirs. Some of them were designed especially for the impact assessment study, and others were already in existence. Here’s a picture of the large water reservoirs in the Biesbosch area. The largest of them measures 1 by 3 kilometres; it’s an almost sterile water body made by digging 10 meters deep below the original soil level and surrounding the hole by asphalted dikes 20 meters high, right in the heart of what was once a brackish wetland area interspersed with small-scale farms ....

*Ron:* Yes, I know them from the maps. But what, then, was the funny thing that puzzled you?

*Ann:* I told you, I seem to remember everything about the landscape evaluation study, except what the 370 pages of this report were all about: the final impact evaluation! Look, it’s all in this chart. It lists 53 projects together with their impact scores: plusses and minusses, dots and lines on a positive-to-negative scale, and a lot of numbers. They don’t mean anything to me .... Do you know what I do remember about these Biesbosch reservoirs? The only landscape impact evaluation that I haven’t forgotten? An emotion!

\(^{300}\) Anema, 1981
Ron: An emotion?

Ann: Listen. I was present on a field trip to that Biesbosch area. We were on a boat, together with the director of the drinking water company. We were in between two of those reservoirs, on one of the few remaining old wetland creeks. The reservoir dikes were very near, but almost invisible. The director was enthusiastically explaining how well he had hidden these dikes by planting trees and bushes at strategic places, "fitting the reservoir into the landscape", as he called it. Then, our director remarked: "Indeed, sir, you have hidden them very neatly. Our conversation now is like trying to have a normal chat in a room, knowing that a dead body is neatly hidden in the cupboard .... You don't see it, but it is very, very present."

Ron: I see! That's what they call a metaphor.

Ann: You see now what puzzles me. All the results of a large and sound quantifying evaluation study turn out to have evaporated from my memory. But a metaphor, intuitively grasped on a boat trip, survives ....

Ron: It may be because the metaphor somehow has more meaning, or a deeper meaning, you might say, than a chart full of numbers. A metaphor is an image that kind of 'resonates' with basic patterns that are already present in your brain. Some time ago, I read a paper called, I believe, 'Meaning in Human Ecology'301. It said something like that. What we call 'making sense' is about the same thing: linking up with existing patterns .... Because your example concerns a problem-oriented and normative thing, we could call it an example of Meaning in Environmental Science!

Ann: This reminds me of something else, that has bothered me slightly for some time, given the fact that environmental science research is almost always quantitative, 'numbers-oriented', making models, multi-criteria charts, and so on. It's the curious finding of Van de Vall302 that qualitative policy research usually has more policy impact than quantitative policy research .... Policies are built on metaphors, on simple images, it seems. That may be why qualitative research works.... it speaks more meaningfully.

Ron: To a large extent, probably, yes. That's why De Groot (1984a) says we should always try to build some qualitative, 'image-building' story, based upon our quantitative findings, into the last stage of an environmental impact assessment or any other policy research study.

Ann: Fair enough, but would that be all there is to it? I don't see how our dead-body-in-the-cupboard metaphor could have 'supported' our quantitative findings, nor how

---

301 Stewart, 1986
302 Quoted in Himmelstrand, 1982
we could have *found* it, based simply upon the quantitative findings at the end of a quantifying study ....

*Ron:* You say, then, that we should go one step further? That we should also learn how to tell 'scientific stories' as a fresh, independent interpretation of environmental problem situations?

*Ann:* It seems so, but I don't see how we could do it. How can you follow a route independent of figures, and still be scientific? Can you say that something is like a dead body in a cupboard and maintain that this is environmental science? It is simply subjective. But somehow, it is also very true.... Maybe, there does exist some more analytical, objectifying route for telling scientific stories or making scientific images. Metaphors that are subjective in the sense that they are qualitative and meaningful, but are *arrived at* in a way that is more or less general, and not completely tied up to the researcher's personality .... For instance, we could make a description of the whole Biesbosch boat trip, tell what we see, quote the two directors and stage an imaginary discussion between them, in order to explicate and deepen their two landscape interpretations ....

*Ron:* You seem to have struck something important here, Ann. Meaning in environmental science may be really possible .... I would love to explore this somewhat further .... Let's take an easy, simple landscape evaluation case and see how far we can come with your 'objectified story-telling'. Let's imagine, for instance, that it has been proposed to make a new, large-scale polder in the IJssel Lake, and that we are asked to make a comparative landscape assessment for two polder design variants, that differ in agricultural land use type, degree of urbanization and types of natural elements. One variant, for instance, has some forest patches and the other comprises a wetland.

*Ann:* Let's try indeed. First, we do the quantitative landscape assessment. We could carry out a 'landscape image assessment', concentrating on the openness/closeness dimension of the landscape. We could, for instance, make a computer simulation to find the 'intra-ocular spaces', following Van der Ham and Iding (1971) and compare the degrees-of-openness of the two polder alternatives.

*Ron:* A straightforward procedure .... I don't quite see, however, how Van der Ham and Iding could regard this as an evaluation. It describes openness, but people see and value more than that, don't they?

*Ann:* That's right. For instance, Couterier and Langezaal-Van Swaay (1984) have shown that people distinguish between many landscape elements and many evaluation-relevant characteristics, such as functional types and form types, naturalness, openness, coherence, visibility of history and so on. Following this, we could make a richer, multi-criteria assessment, scoring a large number of sample points of the two
polders on their relative presence of high-value land-use functions, visibility of coherent expressions of valued man-nature interactions and things like that, then weighting and aggregating the scores, and taking their mean over the two polders, rounded off by a sensitivity analysis.

Ron: Fine. That should about be the normal, quantifying approach. This being done, we may now start our Scientific Story-telling? Let me then jump on my imaginary bicycle, go into the polders and describe you what I see, and hear, and feel ....

It is a day with a light, fresh breeze, a sky dotted with an almost endless array of little clouds ....

The IJssel Lake water is on my left side, as I bike along the polder dike. On my right, I see the two polder alternatives ....

In one alternative, my view is blocked by the dull, dark-green wall of a planted forest. Around a corner, I see a large-scale cornfield and a horizon spoilt by a row of farmsteads with their high grain silos, the very symbol of technocratic agriculture ....

In the other alternative, I have an unobstructed view of a large wetland, a mosaic of open water patches blending beautifully with the green bushes and the reedlands, that still carry the yellow hue of winter .... And there, look! A flight of wild geese comes swooping in majestically .... Do you hear them honking, do you hear this most spiritual of all sounds, carried on the breeze? ... And on the horizon, the wetland greens give way to the bright colours of tulip fields ....

Ann: Ah, Ron, I wish I were there .... The breeze of your story carries me away .... But maybe a bit too far .... Don’t you think your evaluation may be slightly biased, a little bit too subjective?

Ron: O, well ....

Ann: For instance, why choose a perfect day? On a stormy day in November, your unobstructed landscape will be far less comfortable.

Ron: Oh, then we include that experience too. Those Dutch days of sweeping expanses of dark-grey clouds and horizontal rain! They make you feel that Man is not yet alone in his well-tented little Holland!

Ann: As for me, I usually only get tired, cold and very wet on such occasions .... You see, many people regard wetlands as dangerous, inaccessible wastelands. You may look at patterns of open water patches and bushes. They look at a jumble, impossible to appreciate. A planted forest, on the other hand, is a place comfortably out of the wind, holding many cozy spots. Your 'bright colours of the tulip fields' rounding off your geese experience so beautifully, indicate to other people the extreme of artificial farming, a practice that needs a water table regulated to the centimetre and fields without life, on which tons of pesticides are used each year, even to kill soil life - to 'sterilize' the soil, as it is called officially. And what is wrong with high grain silos,
actually? Would you prefer subsidized donkeys to carry the grain? High grain silos are a symbol of viable farming, on the large scale that creates the vast expanses that you appreciate so much .... And why have you looked at the landscape only through the eyes of the recreationmer? Shouldn’t the farmer have a say in landscape evaluation as well?

Ron: Well, yes, I suppose you’re right. We promised we’d tell our stories scientifically, in other words build up stories in a generalized, ‘objectified’ manner, without impinging on the subjectifying quality of the final results.

Ann: The subjectifying quality of stories seems to be in good hands with you, Ron, but the objectifying way of arriving at them needs the attention of both of us. One way to start would be to simply make a list of landscape elements and qualities that people recognize, according to the research of Couterier and Langezaal-Van Swaay, applied to our polders. They also give a list of the levels at which people appreciate landscapes: cognitively, affectively, aesthetically and so on. We could add that too, and make a more or less objective checklist of elements we should treat in our story. Then we could play a game of ‘opposite interpretations’, as we just did. And we could go on our imaginary bicycles one way on one of your perfect days, and go back next day in dull, rainy weather that is, unfortunately, just as Dutch. If we stay overnight at one of those imaginary farms, we could also weave a farmer’s landscape interpretation into our story. If we didn’t have enough data to fill that bit, we could actually go to some farmers in one of the new IJsselmeer polders that already exist, and discuss the alternatives with them. Finally, in order to get rid of biases we two are not aware of, we could have some experts comment upon our two stories. In that way, we could slowly build up stories that are really empirically grounded.

Ron: Wouldn’t that be too difficult, too time-consuming?

Ann: I don’t think so. After all, we should compare this scientific story-telling with the quantifying approach, which would take at least a month to carry out. Our two stories shouldn’t be longer than, let’s say, ten pages each. So, we have about a month to build up our twenty pages. And applying our method to two or three cases, we’re sure to develop some kind of standardized approach that’ll make later work more efficient.

Ron: Maybe we could even incorporate some bits and pieces of the quantitative techniques in our Interpretative Landscape Assessment methodology.

Ann: That will always come in handy, irrespective of their intrinsic usefulness, in order to give the stories a more normal-scientific status outwardly... We could even add some kind of qualitative sensitivity analysis, I think. We could regard the two stories that we have now as the basic interpretations, as multi-facetted and unbiased as we could make them. On top of these, we could add a number of smaller interpre-
talions, biased into a few relevant directions. For instance, the 'utilistic bias', emphasizing the appreciation of spaces where people can work efficiently, and the physical expressions of this work. Or the 'vitalistic bias', appreciating signs of dynamic autonomy and spontaneity. And the Petty Bourgeois perspective, with a much reduced spiritual horizon. Or the 'child’s perspective', a curious mix of hedonism and poetic sensitivity within a very confined space ....

Ron: And the Goose View ....

Ann: The Goose View of the landscape?.... Could you do that? Reach into the subjectivity of nature? Could anybody? Let that rest for the moment ....

Ron: Well, then, what have we got now? A kind of objectified generator of evaluative landscape stories, images and metaphors that people, including policy makers, will read and remember because of their subjectifying meaningfulness. Since policies are based chiefly on stories, images and metaphors anyway, qualitative approaches such as the one we’ve now worked out may supply policy makers with directly relevant building blocks. Certainly, this material will be less subjective than the stories, images and metaphors invented by the officials and policy makers themselves without a month of objectifying groundwork!

Ann: I think we should try to dig somewhat deeper into this, and also somewhat wider, leaving aside our landscape example for the moment. The inspirations and problems we’ve touched upon have surely been discussed elsewhere in scientific circles.

Ron: Sure they have. In circles within the arts, the humanities, the hermeneutic sciences.

Ann: Then let’s do some digging there, and see each other next week.
7.2 Exploring Hermeneutic Science

(A week later)

Ron: Hi Ann, here I am again! Your room certainly looks cleaned up .... That single book in front of you, is that what you dug up?

Ann: Yes, I concentrated on this single book, by De Boer and associates.\(^{303}\) It's an overview and a discussion with the old and new philosophers of hermeneutic science, such as Dilthey and Gadamer.

Ron: I went on a more random walk through our library, and came out with several things. Some of them are inspiring, but all are a bit incidental and fragmentary. So you, being systematic, take precedence.

Ann: There we go. What is hermeneutic science? I concluded that the basic idea with which to define hermeneutic science is essentially simple: a distinction between the outside and the inside of things. On the one hand, you may look at the outside of things, using your own 'outside' faculties to do so, and try to explain what you see through the causal co-occurrence of outside characteristics and variables .... On the other hand, you may try to see 'deeper', that is, understand the inside of things, using your own inner faculties to do so, trying to enter into contact with the inner life of the thing in front of you, be it an other person, a Medieval village, a forest .... The first way of seeing characterizes the empirical-analytical sciences, the second way of seeing the hermeneutic sciences.

Ron: OK. Essentially the same definitions are used in the book I have here\(^ {304}\), 'Practice As Science'.

Ann: Moreover, in the hermeneutic approach, you try to do more than 'looking at' an object. You try to deepen your insight to the degree that you no longer look at, but meet the object as a co-Subject, crossing over, at least partly, to the co-Subject's being. Or, to put it in the more cognitive terms of Gadamer\(^ {305}\), you try to establish a partial confluence of the 'horizons of meaningfulness' that you and your co-Subject have around them.

Ron: Mmm... This means that we should come to see the landscape in our landscape study as a 'co-Subject'? With its own 'horizon of meaningfulness'? Really?

\(^{303}\) De Boer et al., 1988.  
\(^{304}\) Van Strien, 1986  
\(^{305}\) Oudemans, 1988
Ann: Exactly! I also felt this uneasiness when going through my book. Somewhere, there seems to exist a tricky shift .... You start with "Coming in touch with deeper, inner life", which is something that seems accessible, in principle, for a wide variety of things - maybe even landscapes - but you end up with "co-Subjects", in other words, entities that have their own capacity for bestowing and expressing meaning ... This problem looks a bit like your Goose View of the landscape. Shall we put it aside too, temporarily? After all, the most basic principle, that of 'seeing deeper, in touch with inner life', holds for the whole range of things you may try to approach hermeneutically.

Ron: Sure. Go on with your lecture.

Ann: Coming in touch with inner life can only be mediated through the outward expressions of that life. In the past, written expressions were highly favoured by the hermeneutic scientists, because texts, from official laws to personal diaries, are expressly designed as condensed 'vehicles' of meaning. Because of this, hermeneutic science is often still equated to the interpretation of texts only. Ricoeur306 and others still stick to texts as the preferred medium of meaningfulness, but it has been recognized that other types of expression, verbal and non-verbal, are essentially just as interpretable. Gadamer, for instance, says that only language is interpretable, but he adds that language may be any language, also the language of art, of nature ...

Ron: Nature? Wow! My goose starts flying again! ..... Sorry, Ann. That text bias, by the way, doesn’t surprise me. In the things I’ve read, I found some metaphors that may well be some kind of left-overs from the old days of texts-only. "The Person As Text", they say, and "Life: a story, in search of a narrator"307. But continue.

Ann: It has often been discussed what should be the basic methodology for hermeneutic science. Going through my book, I gathered that there are three basic epistemological conditions for hermenenetic research. On top of these, there exists a general hermeneutic method. Let me start with the conditions. First, the researcher should not suppress, but rather sensitize his own subjectivity. His own inner life a the very thing that should enter into contact with the inner life of the Other, and he can communicate this entering-into-contact with other people only in a subjectified and subjectifying way. This principle constitutes the major difference with the non-hermeneutic, typically physical-science approach of reality. Secondly, there should exist a sufficient degree and quality of 'sameness', a basic intimacy between the researcher and what the researcher seeks to interpret. Thirdly, this intimacy should be counterbalanced by a sufficient degree and quality of strangeness, a hermeneutic tension between the researcher and the Other or Otherness. An interpretation is like building a bridge between two inner lifes.
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Ron: For our purposes, the second condition seems the most problematic. But that is just another face of our Goose problem ...

Ann: Certainly, so let me finish the lecture first. One last topic concerns the hermeneutic method. It is usually called the 'hermeneutic circle'.

Ron: Yes, I found it too in almost all authors I read. It seems to be one of the few things about hermeneutic science that everybody grasps with ease.

Ann: From old Dilthey to modern Habermas, the circle's principle remains the same. First, you approach the specific expressions you want to interpret on the basis of an intuitive understanding of the matter as a whole. The interpretation of the expressions then in turn sheds a new light on the whole, so that you may return to the specifics, and so on. The reason that everybody understands this so easily is, I think, that it is an analogue of the 'empirical cycle', the succession of inductive and deductive reasoning, in normal, empirical science. To this general picture of the hermeneutic circle, Habermas adds that it should in some way be connected to the "normal methodological practices of the analytic-empirical approaches". This, however, is not really new, since old Dilthey also emphasized that a hermeneutic cannot do without a basis in normal, empirical knowledge.

Ron: Who is this old Dilthey?

Ann: A German, who wrote his major works between 1880 and 1910. What makes him interesting for us is his special position in the history of science. Simplifying from my book a little, the picture is as follows. On the one hand, at that time, you had the traditions of idealism and vitalism, or Romanticism, as you might roughly say. Out of these, Dilthey tried to do away with the bad, the speculative metaphysics of the post-Hegelians, and try to keep the good: the recognition that life and the world are more than a heap of facts. On the other hand, you had the empirical-analytic tradition of the Enlightenment philosophers, giving rise to Comte's positivism. Out of this, Dilthey tried to hold on to the recognition that facts are there to be accounted for, but refused to let life and the world be analyzed to death. His project never quite succeeded, but his struggle seems more relevant for our questions than many of the 'answers' of later philosophers .... Probably, when we turn again to our goose and landscape problem, we'll partially re-live his struggle, and find some partial answers too, sized down to our own problem situation.

Ron: Let's hope so! Returning to the hermeneutic cycle, I found a definition in Eijsvogel (1985) that seems to follow Habermas' idea. Eijsvogel's circle is the inter-
play between "regressive analysis" and "progressive synthesis". The first phase is based on the recognition that everything is in some way an instance of something more general, for instance, a culture, that may be analyzed by means of normal social or physical science, trying to 'fit in' the particulars of the subject. After that, you concentrate on the "singularity" of your subject, recognizing that it is also something with its own autonomy, its own 'story in search of a narrator'. Then, you refit your subject into the surrounding whole and re-analyze this context, entering into a spiral of deepening understanding.

Ann: Following the hermeneutic circle, one moves to and fro between the specific object and the wider whole, that is, the structures and processes wider in space and time. One also seems to move between the object’s inner life (its autonomy, as you say) and the external laws it responds to.

Ron: In the landscape interpretation that we imagined last week, however, we didn't do much moving between the individual landscape and its wider context, nor did we move much between autonomy and laws .... What we did, after my first romanticizing outburst, was more like trying to increase the breadth of interpretation than its depth. We tried to integrate more weather types, more empirical data, more interpretative points of view, and so on. On the other hand, there was much in common with the classic circle .... We took a more objectifying distance before moving in again to subjectifying description, for instance. Be this as it may, we did attain some degree of Verstehen, didn’t we?

Ann: An uncanny dialogue partner, you are. This very 'Verstehen' was the last topic I had in mind for today, because it is one of those key words that float around too freely. Verstehen is often referred to as some mysterious 'jump' towards the Other or the Otherness you are interpreting, enabling you to identify completely with the Other.

Ron: Yes, I recently read that somewhere 311. It said something like "a subject with whom we can identify and whose hidden potentials we may somehow grasp, as a structure not yet unfolded ..."

Ann: This is exactly the 'Verstehen' according to Schleiermacher, founding father of the idealistic-vitalistic school that Dilthey condemned so rigorously, just like the more recent philosophers of hermeneutic science. Gadamer, for instance, says that some degree of intimacy between you and your Other will rarely be absent, but this intimacy will always remain 'porous' and 'broken', no matter how deep you go. That is why he says that the aim of hermeneutic science is a partial confluence of horizons of meaningfulness, not 'becoming the other', or fully knowing the other, or something like that. Dilthey puts it as 'Mit-erleben', meaning, approximately, to 'live with'.

311 In Chapter 1
Verstehen is a kind of spiritual companionship, then, or partnership, not identification.312

*Ron:* Funny... I have no problem with 'jumping', from time to time .... Didn't you, for instance, ever 'deepen yourself' into somebody else to the extent that you actually, in a flash of a second, *thought* you were the other? Didn't you ever, after skating for hours on one of our lakes, look up at the grey sky, and see a V-shape of geese heading North, and then, for a frozen moment to be remembered forever, *were they*?

*Ann:* Maybe ... in my way ... Maybe Dilthey and Gadamer had their moments too, but drew a line. This, they may have thought, is where science, even hermeneutic science, ends and mystery begins.

*Ron:* But *we* shouldn't do away with it! Policies may be built on hermeneutic metaphors, but *people* are surely built on mystery .... or .... how shall I put it ....

*Ann:* Don't put it, Ron. I have a telephone call to make.

*Ron:* But .... You try to do away with mystery, you shy away from it, too much the traditional environmental scientist!

*Ann:* No, no. But let's make a distinction. We can't do mystery and normal hermeneutic science at the same time, and we must do hermeneutic science first, mystery later.

*Ron:* OK. The Goose View may be enough mystery for the time being. This question of how a goose may see a landscape seems to be connected with the 'degree of sameness' of researcher and object, as well as what you called the 'tricky shift' of starting with "inner life" and ending up with "co-Subjects". There seems to be some connection between the type of object you want to interpret and the depth of interpretation you may attain .... Since it is my turn now, shall I try to tackle this question of The Interpretability Of Things? Then, may I borrow your book, so that I can prepare?

*Ann:* Here it is. See you next week!

---

312 See Chapter 8
7.3 What Is Interprétable?

(A week later)

*Ron:* Hi again, Ann! Here's your Hermeneutic Master, ready to show you the depths of Interpretability!

*Ann:* Sit down, master. Show me.

*Ron:* A thing is hermeneutically interprétable for you to the degree that it has, for you, communicatable inner life.

*Ann:* Thank you, master. This sounds very profound. It does not, however, have much meaning for me yet. Did you simply shift around a few key words in order to reach your conclusion?

*Ron:* I hope not. I did try to do some real thinking. Maybe more meaning will arise when I take you along in the thinking process.

*Ann:* Take me along, then.

*Ron:* Well, the starting point is easy. You said the other week that hermeneutic science is about getting in touch with inner life. Hence, to be interprétable is to have inner life. Another person is interprétable, but a grain of sand is not. The problem, however, is that everything that interests us here falls somewhere between these two extremes.

*Ann:* Some people might even doubt the extremes, it seems to me.

*Ron:* They do. For some people, the whole world, including other human beings, is almost devoid of meaning. Everything they see is seen as a machine, so to speak. For other people, the whole world is full of inner life, mysterious and yet accessible, and even a grain of sand may reflect God's face. In fact, everybody has some basic notion about the degree to which things are interpretable. If you were to take a sample of ten people, there would be a class of things that almost all ten would assume to be interpretable in some way. People's own children, for instance, would be in that class. A second class of things would give more discussion. At a third class of things, people would really start to hesitate and 'vote' almost equally divided, and so on, down to the grain-of-sand class of things that almost everybody will regard as un-interpretable.

*Ann:* What's interpretable thus varies from person to person. It follows almost automatically that it also varies over time, then.
Ron: Sure. At the level of culture as a whole, the fragmentation of the 'enchanted world' of pre-modern times into the myriad of meaningless, shallow facts is a well-known philosophical theme. And many philosophers, especially environmental philosophers, are busy trying to lay new grounds for a more meaningful world to be rebuilt.... At a more specific, case-by-case level, biological field studies, poetry, nature films and so on influence the range of what is interpretable to people. They may bring things back into people's horizon of meaningfulness, so to speak.

Ann: 'Broadening people's horizons', I read, is one of the classical formulations of the aim of hermeneutic science\(^{313}\). It also holds, for instance, for history. Our question for today, however, is not variation between people and over time, but the general interpretability of things .... Did you manage to approach this question in a systematic way?

Ron: Well, I had that basic notion of 'degree of interpretability'. With respect to that, children are in a different class from grains of sand. I assumed, then, that there exists an ordinal scale on which things are arranged in order of interpretability; on that scale, people define their person-dependent and time-dependent boundary of what to them is interpretable and what is not, but the scale itself should be more universal and more stable.

What I therefore tried to do was to define the criteria by which things could be arranged along the axis of interpretability. The landscape should be somewhere on the scale, and also other people, animals, society and so on. Through the criteria, we should be able to arrange these things systematically, and thus get an idea of the degree to which we can really make a hermeneutic, a Verstehen, of these things.

Ann: In search of these criteria, you picked up De Boer and associates again?

Ron: I did, but the book didn't help much. You find in it an interplay of two ideas, both of which are unsatisfactory. One idea is that human things are interpretable, irrespective of their further characteristics. The other idea is that everything is interpretable, including nature. Both ideas are undifferentiated. To me, however, it's obvious that some human things are more interpretable than others, for instance: another human being versus a social security system. The same holds of nature, for instance: bears versus the biosphere as a whole. I would even venture that some natural things are more interpretable than some human things. I found two independent criteria that may clarify this. The first I call: \textit{the degree to which the degree of integration and complexity of a system is comparable to our own}. This is a relatively simple, quantitative affair. Let's look at 'degree of integration' and 'complexity' separately first.

The degree of integration of a system is the degree to which the whole of a system is more than the sum of its parts. If you put a book on a table, for instance, you've

made a system, because the whole of the two elements has characteristics that did not exist before. Symmetry may be such a characteristic, or a dangerous eccentricity of the book in relation to the table. Compared to the degrees of integration of the two components separately, however, the system-level integration is very weak. Almost nothing happens if you 'break' the system by removing the book. The table-with-book system is in the first, lowest category of degree of integration.

Then, there's a whole range of systems that have a second degree of integration. They have a lot of important system characteristics, even to the extent that the elements of the system may become dependent on them. On the other hand, however, nothing much happens if you cut the system in two.

**Ann:** What is in this second-degree category?

**Ron:** Ecosystems, for instance. A forest has system characteristics such as succession, history, energy flows and microclimate, all of which are not characteristics of the individual trees. Many individual trees depend on these system characteristics for their survival. Cutting a forest in two, however, usually results in the forest continuing to function in essentially the same way it did. And note also that the forest does not reproduce itself, but only through the seeds and survival strategies of its trees. Many human systems, such as villages, cultures and societies comply with the same description.

**Ann:** You seem to touch upon some debatable things here....

**Ron:** Sure, but these do not concern the difference between the human and the non-human, but the emphasis one places on either the system characteristics or the separate elements. The true holist tends to see only the system characteristics, the true reductionist tends to deny that high system levels are present at all. It's interesting to see that these discussions are waged in ecology as well as in social science. In both sciences, one finds a modern viewpoint that does not deny the importance of systems characteristics, but maintains that if you want to explain these, you should look into the survival strategies of the system elements, be they trees or people.\(^{314}\)

**Ann:** Then comes the third degree of integration?

**Ron:** Yes, and the fourth degree. These are easier. The third-degree systems roughly consist of the plants and the lowest animals. Highly integrated insect communities, such as an ant hill (or Aunt Hillary, as Hofstadter\(^{315}\) calls her) may also belong to the third-degree systems. Most of the members of this class function and reproduce as true wholes, but may nevertheless still be regarded as a relatively loose composition of parts. A tree, for instance, may continue living, almost as if nothing happened, if

---

\(^{314}\) Cf. Chapters 3 and 5.

\(^{315}\) Hofstadter (1979)
you cut it in two, lengthwise from the top down to the roots. Third-degree systems may typically propagate by dividing themselves, sprouting and so on. An individual grass genome, for instance, may be several kilometers long, consisting of thousands of 'separate' plants.

The fourth-degree systems consist of all true individuals, in-divide-able in the literal sense of the word. They stop functioning if you cut them in two. The characteristics of the system elements are almost completely hidden behind the system characteristics: the whole-body appearance and functioning, and the whole-brain mental processes. The higher animals and human beings are the typical inhabitants of this class.

Ann: As well as clocks...

Ron: Yes, that was a problem. Even something even simpler then a clock, such as this coffee cup, stops functioning if cut in two. Therefore, I had to call system complexity to my aid. The trick of being an animal, you could say, is being highly integrated as well as very complex. Therefore, the four classes of interpretability should combine integration and complexity, in the sense that a system should be both more integrated and more complex to qualify for a higher category. In this way, clocks are 'left behind' in about the first class, and computers may possibly rise to the second class. Computers might also constitute an entirely different class of things, but that's not relevant to our discussion now. The first criterion now reads: the interpretability of systems rises as the degree of integration rises, together with complexity, up to a level comparable with our own.

Ann: Now, your second criterion of interpretability, which is to be more qualitative, I gathered.

Ron: Yes. I called the criterion: 'Type of inner life'. It's not easy to define further, but it assumes that some life forms are more comparable to ours, and others are more alien, irrespective of a system's complexity and degree of integration. Psychotic people, for instance, live more or less in another world where we can't follow them. Animals can also intuitively be classified according to the degree to which their inner life could be comparable to ours. In this respect, it's interesting to quote Dennet (1981) and Nagel (1974), respectively:

"There is a perspective, then, from which consciousness seems to be a feature that sunders the universe into two strikingly different kinds of things: those that have it and those that do not. Those that have it are subjects, beings to whom things can be one way or another, beings it is like something to be. It is not like anything at all to be a brick or a pocket calculator or an apple. These things have insides, but not the right sort of insides - no inner life, no point of view. It is certainly like something to be me (something I know 'from the inside') and almost certainly like something to be you (...), and probably like something to be a dog or a dolphin (...), and maybe even like something to be a spider."
You see, by the way, how beautifully this links up with your definition of hermeneutic science. Now, the other quote of Nagel, writing about What It Is Like To Be A Bat:

"I assume that we all believe that bats have experience. After all, they are mammals (...). I have chosen bats instead of wasps or flounders because if one travels too far down the phylogenetic tree, people gradually shed their faith that there is experience at all. Bats (...) present a range of activity and a sensory apparatus [sonar being their major sense] so different to ours (...). Even without the benefit of philosophical reflection, anyone who has spent some time in a enclosed space with an excited bat knows what it is to encounter a fundamentally alien form of life."

It is easier to imagine what it is like for a bear to be a bear than what is like for a bat to be a bat. The bear has more of our senses, our behavioural repertoire, our easy-goingness of having no physical enemies, our omnivoric world view, ...

Ann: Yes, but the case of the bat may be even easier than it is imagining what it's like for a society to be a society ...

Ron: Exactly! Nagel and Dennett make a major distinction between our fourth-degree systems (our true individuals) and our other, looser systems. The loose systems fall entirely outside their scope of interpretability. Within their scope of interpretability, that is, within our fourth-degree class of integration and complexity, they concentrate on the degree of alienness, in which the difference between human and non-human entities is only gradual. This picture is very different from the normal hermeneutic science distinction, made by your De Boer and associates.

Ann: Things gradually seem to be getting clearer now. What have we got by way of summary? Your 'scale of interpretability' has grown into a two-dimensional field. Let me try to draw it .... If I put the most interpretable things at the origin, interpretability decreases the farther you move out from this origin. The vertical axis could be the criterion of 'degree of combined integration and complexity'. We could make three categories here, simplifying a bit from your four. So I put in: 'individuals', 'intermediate systems' and 'loose or simple systems'. Within each category, we may specify, horizontally, a degree of kinship, or non-alienness of inner life. For instance, in the category of individuals, I start with: me... you... and so on... within the category of intermediate systems, I assume that family life, for instance, is less alien than ecosystem life, so I put in the family first ... then the landscape over her... Here it is, 'Interpretability Specified'. Interpretability decreases as you move away from the origin up and to the right.
Ron: We're still running parallel to what I did in my private puzzles, although I approached the matter more dichotomously. I was especially occupied with that distinction between a bear (a true individual, but slightly alien) and a society (a much looser, 'intermediate' system, but more human). I concluded: a society may be interpreted in some broad sense of the word, but a true hermeneutic of a society is impossible. There cannot be a 'confluence of horizons of meaningfulness' of you and society, because a society has no such thing. You can't say what it's like to be a society. One can live in a society or live through a war, but that's quite a different matter.

Ann: I agree with you that we must accept a fundamental difference between what you can attempt with a society or a landscape and the depth of understanding you may attain with a human person or a bear. ... I think we should try to define two terms in order to express this difference... We might discriminate between 'interpretation' and 'hermeneutic', of which the latter is the real 'Verstehen' in the sense of Gadamer and Dennet. Now, could we express this in a set of neat definitions? Concerning interpretation, the term 'to grasp' comes to mind ... not as a purely intellectual activity, but as a kind of 'whole-person grasp', an understanding that also involves your intuitive and affective faculties. Still, this is a more external thing than a truly hermeneutic understanding, which I associate more with an image of overlapping, a confluence of inner lifes. ... We can put it this way:

- an 'Interpretation of A' is to get a whole-person grasp of A, or, if A is a relatively loose system, to know what is like, as a whole-person experience, to be part of A, or live through A.
- a 'Hermeneutic of A' is to come into touch with the full subjectivity of A; to reach a confluence, no matter how partial, of your and A’s horizons of meaningfulness; to make imaginable what it is like, for A, to be A.

We can see now that what we tried to do with our landscape two weeks ago was clearly a trial Interpretation. No wonder we didn’t find much of a hermeneutic cycle in what we did.
Ron: Good work, A.! In this set of definitions, an interpretation is possible with respect to many things, and a smaller number of things is open to both interpretative and hermeneutic research. We can now also place what environmental philosophers call "Participation in Nature". In our terms, we would call this Interpretation, that is to say, real Interpretation, a 'whole-person experience', not a shallowly intellectual looking at nature purely from the outside. Because of this whole-person aspect, a thing Interpreted becomes a meaningful thing, even when no hermeneutic is possible ...... Did you notice, by the way, that we can draw our distinction in the figure you just made? Here, let me try .... I dash the approximate area where true hermeneutics are possible, and I dot the area of our freshly defined interpretability .... Moreover, I add a more official legend....

WEAK AND SIMPLE SYSTEMS

INTERMEDIATE SYSTEMS

INDIVIDUALS

= accessible to interpretation

= accessible to hermeneutic

Ann: It seems we are kind of circling around this thing called Interpretability all the time, steadily getting a more concrete idea ...... This is what you hoped for at the outset of this discussion, 'taking me along', wasn’t it? But now I feel the need to leave this matter where it stands now, and apply some brakes.

Ron: Brakes? Why? Shouldn’t we now discuss the Goose View of the landscape, and the hermeneutic of, say, a bear?

Ann: For one thing, because I am getting tired. But also because we are paid to be environmental scientists, not Bearological Hermeneuticians. You probably remember what environmental science is supposed to be there for?
Ron: Well, if you want to have it the officially: to analyze environmental problems, to explain them, to design ..... Oh no! ..... You’re not going to say that all we’ve been discussing has nothing to do with environmental science, because 'environmental problems' aren’t on our list of interpretable things?

Ann: I was not going to say it. I was just going to suggest gently that we should get a more explicit grip on the relevance of interpretative approaches for a problems-oriented discipline; the possibility and relevance of 'going deep' with respect to environmental problems is certainly a question to adress one of these weeks. And there are other important issues before us. For instance, a hermeneutic study, designed to speak directly to your subjectivity, has a power to lead you deep - but how can you ever know you’re not being led astray? Can a hermeneutic result be tested objectively, empirically, scientifically? Moreover, speaking of normal, empirical science, I have also been wondering if ....

(The telephone rings)

Excuse me, Ron ... Hello ... Oh, hello Norm! ... Yes ... Can you repeat that, please? ..... You are having what? A Dialogue?! With an astronomer?! Good God, it's dialogue week! ..... Never mind, carry on ... Yes, I see, a world of empirical science versus a world of normative science ..... Your arrangement of these worlds ..... Yes, we can discuss that ..... No! Not right now, please! Shall we say tomorrow morning? Good. See you then.

Well, Ron, it turns out that Norman, someone I know at the Mechanical Engineering department, will be discussing the arrangement of two 'worlds of science' with me tomorrow. This seems to predestine me to answer the question I was actually busy posing to you. As you know, normal environmental science is a 'shallow', quantifying science. I was wondering how this might relate to the hermeneutic approach ..... Are quantifying and qualifying science two disparate worlds, or do they overlap? And if they overlap, do you still have to 'switch' from one approach to the other, or can you kind of 'flow' from 'less quantitative' to 'more interpretative' studies? That seems to be a good question for next week. We shall do the questions of the relevance and the scientific status later, then.

Ron: If you do that quantifying-versus-qualifying puzzle, I promise you won’t have to bear my presence for a week!
7.4 Arranging The Quantifying And Qualifying Worlds

(A week later)

Ann: Hi Ron, sit down ..... I have an interesting picture for you. But before we deal with that, did you come across new ideas or information?

Ron: No, although ..... It’s only a minor thing, but I noticed that many social scientists use the term ‘hermeneutic’ for almost any qualitative explanation. For instance, Freud, Fromm and Habermas are said to have produced ‘hermeneutics of society’; one speaks of ‘double hermeneutics’ when only relatively shallow forms of reciprocal interpretation are meant, and people even speak of ‘deep hermeneutics’ - how deep can you get!

Ann: Let’s ignore it.

Ron: There’s also something else. I ran into someone who is writing a book about the interpretation of nature (Kockelkoren, 1992). His main source is the philosopher Plessner, who had a special interest in coming to grips with the essential characteristics of human and non-human life. One of Plessner’s concerns was to define the essential differences between the ‘designs’ of plants, animals and humans.

Ann: Do Plessner’s findings necessitate a revision of the ‘schema of interpretability’ we made last week?

Ron: No. Plessner is richer by far in characterizing life forms, but our schema contains more types of systems. And Plessner draws the boundaries in essentially the same way as we do. So for now, let’s concentrate on today’s question, how interpretative, hermeneutic science can relate to normal, quantifying research and theories.

Ann: Sure. Take a look at this picture.
I have simply copied this from what Norman arrived at with his astronomer[^16], only changing Norm's "normative science" into our "hermeneutic science". It seems to fit in nicely with our conclusions. A, B and C denote three types of phenomena, and the picture says that some phenomena are accessible for hermeneutic study but not for quantifying, empirical approaches (A), some are accessible to both (B) and some are un-interpretable in our sense of the term Interpretation (C).

Ron: Mm ..... What are these layers labelled I, II, and III?

Ann: These are what Norm called 'levels of generality'. You can concentrate on one individual thing or on one aspect of things; then you're at level I, the 'studies' level. You can also try to infer more general statements, for instance about classes of phenomena or a method to approach them; that's level II, which you might term 'middle-range theories', 'instruments' or something like that. Then at level III come the general theories, methodologies and paradigms. The triangular shapes come into existence because the number of specific case studies is naturally larger than the number of theories. The shapes also show that the two worlds become more disparate as you move higher up the levels of generality. At the studies level there exists a large overlap, but the hermeneutic paradigm, concentrating on subjectivity and inner life is quite distinct from the quantifying paradigm, concentrating on "shallow", outside phenomenena. It also shows that if you carry out a study in the overlap area - the 'B-things' - you have to direct yourself to either the hermeneutic or to the empirical aim, referring to either one theory type or the other.....

[^16]: In Annex 1.II
Ron: That’s the switching you mentioned last week .... It’s beautiful, your picture .... silently supported by being a pictorial metaphor of the Alps .... Still, it evokes ques-
tions, too .... For instance, isn’t the picture too symmetrical? Last week we found there exists a class of un-interpretable things, but does its counterpart also exist, your Class A of things inaccessible to empirical science? For instance, we found that you and I are (for you and me) the most interpretable things there are, lying at the extreme left of Class A. Yet, you and I are also very accessible to empirical science. Anybody can measure our weight, make input-output charts of our behaviour, and so on.

Ann: Sure. But not of our subjectivity. If you want me to become a meaningful person to you, or grasp what it is like to be me, you need a fundamentally non-quantifying approach. It seems that 'you' and 'me' are, shall we say, spread out over the whole width of the picture. Some aspects of us, such as our weights, are C-things; others, such as our interaction, are B-things; our subjectivities are in Class A.

Ron: All right. Then there’s another thing .... These levels I, II and III for two separate scientific worlds remind me of somebody .... Yes, it's that Van Strien (1986) .... Wait, I have it here .... Van Strien also makes a distinction between the quantifying and the interpretative worlds, or, as he calls it, hermeneutic science and 'nomological' science; he also refers to these as 'interpretative' and 'empirical-analytical', respectively, and ties them up, just as we did, to the inside/outside distinction. Just like you, he also distinguishes between three levels of generality. A difference, however, is that Van Strien places hermeneutic and empirical science simply side by side over the full height of levels I, II and III. He doesn’t make our overlap. Research and theory are either completely hermeneutic or completely nomological.

Ann: That, I would say, cannot be right. In fact, even our own picture begins to look too dichotomous to me. Remember that our picture originates from the discussion between an empirical and a normative scientist, trying to arrange their scientific worlds. The difference between these two worlds is build on a true dichotomy, that between facts and values, or truth and 'valuability' you might say. Our distinction, however, seems less fundamentally dichotomous. Both our two types of science are seeking truth, and are hence 'empirical' in a broad sense. Secondly, you remember that last week we made a epistemological distinction within interpretative science, which we called Hermeneutic and Interpretation, implicitly accepting that one study may be shallower than the other. Why then don’t we assume that Hermeneutic and Interpretation is the beginning of a continuum, on which you may step from the shallowest to the deepest type of research?

Ron: We could try .... As a test, we could try to imagine a study that lies somewhere between Interpretation and a purely quantifying, "shallow" approach. What would such an intermediate study look like?
Ann: Would a social science example suffice? Then, it's easy. On the one hand, such a study would not carry out a survey with a questionnaire in which a large number of people are asked for quantifying answers on prefabricated items. On the other hand, neither would such a study carry out a participatory 'full-life' observation mixed with completely open interviews, the researcher spending months with one group or family. Instead, I'd design a series of semi-structured interviews, each lasting half a day each, let's say, and mix them up with real-life participations of, let's say, one week each, repeating this with 20 or so people or groups.

Ron: Gee! That's what Schuyt (1986) calls 'intensive research'!

Ann: Proving our case. Down go our two Alps.

Ron: We'd better stick to their height, it seems, in order to keep up our three-level distinction. Look, you only have to make a mountain with a horizontally movable top .... like this .... let me also put in some words .... Look how beautiful!

---

Ann: What's that funny speck in the middle?

Ron: That's the trial landscape study of our first discussion. The dot is the landscape itself, an object that lies outside the reach of the hermeneutic, but within the reach of the 'interpretative', the 'intensive' as well as the 'quantifying' approaches. The arrow shows the epistemological perspective we seemed to choose implicitly in our landscape discussion. It was still a bit vague, but we seemed to be moving in a direction somewhere between Interpretation and 'intensive description'.... And did you also
notice the dotted, intermediate mountain tops? These are to indicate that the number of tops is in fact arbitrary ..... And look how beautifully the range of phenomena to which the approaches are applicable at the studies level also shifts gradually.

*Ann:* Indeed. Both of us are very proud of you. But there are still a few minor matters to be cleared up before we can move on to the bigger issues of testability and relevance of interpretative work for environmental science. For instance, during our first session we said that a supporting story, a 'narrative support' as you might call it, could be added to quantifying research, in order to make its results more lively and lasting ....

*Ron:* Now, it appears that narrative support may be a general device that can be used for semi-quantitative, 'intensive' research as well. Narrative support, then, is what social scientists do when they add one or two life histories to a semi-quantitative report. In fact, it seems that if you do the right data gathering, you can upgrade such a narrative element, and build it up to a fully-fledged interpretative or hermeneutic analysis. Then, you get two reports about the same phenomenon, one concentrating on quantitative, 'outside' features (sizes, distributions, correlations and so on) and the other on the qualitative, 'inside' aspects, so that the reader gets a deeper understanding of what it is to be in the thing or like the thing being studied.

*Ann:* Doing so, you use your data efficiently. Quantifying elements will be of use for the 'inside' story, and qualitative interpretations will be useful as an exploratory introduction to, or a heuristic device to arrive at, quantifying results. The latter approach, particularly, seems feasible, I'd say: qualitative exploration to arrive at better quantifying research. After all, a real grip on something needs quantification. This is also the final opinion of Van Vught (1987), who writes about the choice between the 'rationalistic' and hermeneutic methods in policy evaluation research. He says: "The hermeneutic approach is particularly suited for generating hypotheses", which may then be fed into normal empirical-quantifying research.

*Ron:* Really? As for me, I would say that the reverse is true. A quantifying exploration, a survey for instance, is particularly suited as the first phase in a hermeneutic circle, through which you then move into what really counts: a deep, qualitative understanding. Fortunately, I have your own Dilthey on my side here. Any hermeneutic study, he says317, requires a firm basis in empirical explorations of 'outside' features.

*Ann:* Of course. Van Vught only asserts that a hermeneutic should not be regarded as something final, but as a hypothesis .....
Ron: How can you say that? A hypothesis! ..... I really don't understand you there.... If you ..... For instance, if you'd spent ten years of research on the Holocaust, and then spent years making a motion picture out of this research - if then millions of people had seen the picture and understood, at least partially, what kind of thing the Holocaust has been and what it has been like to have *been there*, wouldn't you then regard that as a final result? Would you only be happy if somebody made a new Holocaust hypothesis? Or, shall we say, a new multivariate analysis through which it will undoubtedly be proven that some Holocaust *numbers* would have been a little bit different if one of the causal background *numbers* had been different? And then publish this 'final result' in a very scientific journal no-one reads? Is that your idea of what science is there for?

Ann: You exaggerate. But you're right. I seem to have slipped into an old trench on one of those social science battle fields ..... Let's steer clear of Van Vught's banana skin and draw our own conclusion.

Ron: Like this. Most phenomena, natural or human, lend themselves to a qualifying, hermeneutic/interpretative approach, as well as for a quantifying, empirical/nomological analysis, as well as for any mix: qualifying as an exploration for quantifying, or quantifying as a first step toward qualifying, or two approaches side by side built on a single dataset .... According to Berger (1978), quantifying and hermeneutic approaches may even be regarded as two poles in a dialectical process of discovery. If you apply them alternatively on the same object, you move in a hermeneutic meta-circle, so to speak ....

Ann: To which we could add that the approach, mixture or movement to be preferred depends entirely on practical considerations, for instance, what you want to know, what you know already, and who you want to convince.

Ron: Right. Now, that aspect of 'who you want to convince' has a lot to do with one of the major issues you said are still before us: the 'testability' of hermeneutic results. After all, environmental science is still very busy trying to become established as a normal, adult science - and there we come explaining to our colleagues that going hermeneutic may be the thing to do from time to time! "It may be fun, it may even be useful, but is it Science?", that's what they'll say.

Ann: A good question for you to go into.

Ron: For me? Ah, it's my turn .... You were lucky with that Pete coming along .... Well, I'll see what I can figure out, and tell you next week!
7.5 The Empirical Status Of 'Deep' Results

(A week later)

Ann: Hi Ron, there you are, eager to explain to me whether hermeneutic interpretations are scientific or not. Do we have to rely solely on the esoteric wisdom of the Interpreters only, or are hermeneutic studies testable?

Ron: Obviously, our answer will be more nuanced ....... Take, for instance, the Holocaust movie example of the other week. In order to make the movie, you had to put research into it, the quality of which is open to scientific criticism. And all kinds of details in the movie may be testably true or untrue. On the other hand, I remember that a film maker once said: "No detail in this movie is true, but in spite of that, at a deeper level, the movie as a whole is completely true". In the end, it will never be really testable what it was like to be in the Holocaust ....... So, we'd better reframe your question, and put it like this: what are the criteria for 'deep' results to be acceptable as scientific achievements? Having specified these criteria, we can later discuss if interpretative or hermeneutic environmental science studies can live up to them.

Ann: We seem to be fond of breaking up dichotomies and working with more continuous scales ....... But not to our regret, up till now. So continue.

Ron: At first, I didn't have much idea of what to look for, and the literature yielded appropriately little. When puzzling by myself a little bit, I considered the Popperian notion that a research result is all that counts. A result should be falsifiable and yet unfalsified, irrespective of how you have arrived at the result: by careful deduction, by endless induction or by weird conjecturing.

Ann: Basically, that's also my idea. It's very strict but also stimulating.

Ron: It was my idea too, but I found it had to be broadened. If you stick to it rigorously, our landscape evaluation, the Holocaust study, together with all other interpretative results, can only be classified as non-science. This would close the door for the interactions between qualifying and quantifying results that we discussed the other week. And that would certainly not be stimulating! If you can never reach scientific status anyway, you might as well say anything you please. It seems that we have to accept a slightly looser and more 'bourgeois' attitude to what is scientific, either nibbling something off the falsifiability criterion or accepting that it's not only research results that counts, but also whether you neatly applied an accepted method.
Ann: Yuk! Respectability re-instated ..... But I must admit there is something in what you say. To test something statistically, you need numbers. Thus, if you require a Popperian testability of scientific results, you cannot but reject all qualitative results, because they are qualitative. That would be the same as rejecting quantitative results because they are quantitative.

Ron: You see, proper criteria for hermeneutic research are not that easy .....  

Ann: Well, let me see .... 'Verstehen', in whatever way, should be a whole-person experience, shouldn't it? Hermeneutic research has therefore reached its aim when its readers have that whole-person experience, that is, when people subjectively assent to it ....

Ron: Yes, that's been said by numerous qualitative epistemologists. Gadamer\(^{318}\), for instance, opiniates that hermeneutics 'prove' to be true if they retain their evocative power over a long period of time. Ankersmit (1988) mentions historians who assert that hermeneutics are successful if they convince people. Kouwer (1953) states that hermeneutics should be judged on their power to take people along. This all amounts to the same thing ....

Ann: That you speak the truth if people believe you. Allow me to re-state an opinion I had some time ago: yuk! Did I really venture this 'assent' criterion myself?

Ron: I kind of lured you into it by suggesting that we should seek criteria specifically for hermeneutic science. This route, it seems, is especially dangerous because of the manipulative power of interpretative rhetorics, which may lead people from holism to totalitarianism, the political death pool of the Romantic world view.

Ann: More technically, you could say that the criterium of subjective affirmation is the mirror of the previous criteria. We said we cannot reject qualitative research results because they are qualitative, nor can we reject quantitative results because they are quantitative. Likewise, it doesn't make sense to accept deep results because they are deep, meaningful, evocative .... It seems that we should look for a set of criteria that are really general, transcending the deep/shallow opposition. Did you find any?

Ron: Roelants (1971) brought me half-way. A long tradition, he says, has hammered into our heads the fundamental opposition between the physical sciences and the humanities, in other words, the shallow and deep approaches. Roelants defends the position that the 'general methodology' is the same for all sciences. The core of this methodology, he says, is openness to critical discussion. If we combine this with our distinction between research result and research method, we may define two general criteria, one pertaining to the research result, the other to the research method. The

\(^{318}\) Oudemans, 1988.
first is: *A research result should have gone through a critical discussion.* This implies that the result should be *open to discussion* (which is Popper’s falsifyability in a broad sense), but also that it has been *tested* in some way. Both openness and testedness can be achieved within a single study framework, before the result is published. In deductive-quantifying studies, hypotheses (very 'open' things) are tested statistically, 'in discussion with' facts. Purely qualitative studies, at the other extreme, may proceed in constant discussion with the literature, and through a constant scrutinizing of intermediary results by the researcher himself, who should, for instance, be on the look-out for counter-examples and unacceptable consequences of the views he arrives at.

*Ann:* Much like we are doing, in fact.

*Ron:* These discussions within a research project themselves serve as a kind of 'pre-test' of qualitative theory. The real test, you might say, comes later, when the new insights are discussed externally, with other researchers. This is neatly mirrored on the deductive-quantitative side. There, too, the real test comes when other researchers, working with other paradigms, instruments or circumstances, try to replicate or falsify the research results. In practice, I think, most of the actual 'testing discussions' in science are in fact somewhere in between these extremes. Quantitative 'facts' are almost always influenced by the qualitative paradigm you adhere to, and qualitative researchers and theory builders often use a lot of hidden quantifications, for instance, when they say: "Practice shows that this is hardly ever the case".

*Ann:* Nevertheless, very many published research results clearly do not live up to the criterion that results should be tested at some stage. All *inductive* research results, for instance, are untested, however quantitative and broad a dataset they may be based upon.

*Ron:* Funny .... Now I understand better why there is often such a discrepancy between what they call the 'logic-in-use' and the 'reconstructed logic' of quantitative research. People often inductively try out a hundred correlations, but then report only the few that turned out to be present, enveloped in a story suggesting that deductive testing has taken place .... A hundred trials on random data have a large chance of generating a few correlation coefficients with a 'significance' of 1 per cent, but these are only really significant if arrived at deductively ..... 

*Ann:* Do you remember the field research project I took part in some years ago, about the growth dynamics of duckweed in polder ditches?319 That study was a purely inductive affair, and we decided to try having it published expressly stating that it was. We even threw in an interesting but very weakly supported biological conjecture, in order, as we showed explicitly, to further raise the correlation coefficients. You can

hardly get more inductive, I should say. The paper was accepted, however, without further ado. Obviously, the referees applied more criteria than merely 'being tested', in whatever broad sense ..... The respectability of the authors or the institute can't have played a role in our case, because both were unknown to the journal.

Ron: You have now discovered empirically what I found by reasoning only. Your referees may have applied criteria that are not at issue here, for instance, relevance for society. But your paper was probably saved by the very criterion that you at first rejected so whole-heartedly: the respectability of your method. The referees checked if you had applied the right statistics, had built up a logical dataset, had used your concepts consistently, had properly specified your assumptions and your experimental circumstances, and so on. Your case is particularly interesting because it shows that the respectability-of-the-method criterion is not applied to qualitative research only.

In general terms, the second, methodological criterion may be put as follows: the method should do justice to the phenomenon under study; it should treat it respectfully, so to speak; it should protect the phenomenon under study from our prejudices and arbitrary conclusions. In quantifying research, this criterion applies to the sampling strategy, the method of interference and the other things we just found. With respect to interpretative research, the criterion does not deny the importance of intuition or empathy; the 'subjectifying' half of the hermeneutic circle remains essential for 'deep' results to become possible at all. However, the criterion emphasises that the other, 'objectifying' half of the hermeneutic circle is the major thing for a hermeneutic study to be able to qualify as scientific. Studies that rely almost exclusively on the subjectifying half of the hermeneutic circle should qualify as (good or bad) art.

Ann: Now, we have two criteria. Did you also figure out something about the relationship between these two? Does a study always have to score on both criteria in order to qualify as scientifically acceptable?

Ron: No. We already clarified implicitly that the criteria work additionally. If a research result is very falsifiable and has been rigorously tested, there's no need to worry any more about the method by which it was arrived at, following Popper. If, on the other hand, the result is completely untested, a study has to collect all its credits by having its method scrutinized. We saw that happening in your inductive research example, and we also see it, on the qualitative side, for instance in Schillebeeckx' (1975) famous hermeneutic of Jesus. Since there is nothing to falsify or verify here, the author takes you along in 500 pages of methodological account, critical comparison of texts, weighing of historical sources, taking advantage of textual contradictions, then slipping into a deeply personal interpretation, then taking fresh distance, seeking consistency between the parts and the whole ....

Ann: Good... Your two home-spun criteria do seem to catch the essentials.... And it is important, I think, to have them formulated in a way that holds for all non-normative, 'truth-seeking' science. That way, they are applicable over the full range of
research types we found the other week: hermeneutic, 'intensive', quantitative or anywhere in between.

Once you know what you’re looking for, by the way, you can find your criteria in the literature too. Dilthey, for instance, is a firm follower of our second, methodological criterion. He says that the interpreter should employ all the powers of his subjectivity, but also stresses the need for 'objectifying' distance: do not let yourself be carried away by your object, he says, do not read what is not here, and use all the empirical, 'shallow' data you can get. Gadamer points to the same thing, stating that interpretation should be prudent, 'Apollinic', not 'Dionysic'. Modern ethicists such as Manenschijn (1985) stress the intersubjective 'testability' of ethical propositions. And modern historians such as Martin (1977) try to objectify interpretations of historical decisions by trying to fit them into a general scheme of how people analyse problem situations, design actions and make decisions.

You may notice that these authors are not really doing much more than stating our second, methodological criterion in their own way. Yet to me, our first criterion, focusing on the research result instead of the method, still seems the more convincing of the two. Scrutinizing the method still seems a kind of surrogate for testing the result. Did you find anything about the first criterion in the literature? Something that can operationalize it somewhat further than we’ve done?

Ron: In fact, I did. It’s in the final thing I have to offer today. It’s in the same book by Van Strien we already met. Being a psychological practitioner, Van Strien has probably gone through many discussions about the value of the hermeneutic approach for people and their problems. He doesn’t give the overall logic as we found it pertaining to both qualifying and quantifying science, but he mentions five ways to strengthen the empirical status of hermeneutic studies and theories. Four of them operationalize our 'results' criterion, one is methodological. Let me look it up for you .... .... There we go.

The first way is 'Testing the qualitative through quantifying reduction'. The basic idea of this is that deep Verstehen is hardly ever testable as such, but quantifying, 'shallow' predictions may be derived from it, and then compared with the actual behaviour of the individual or system under study. The same may be done with hermeneutic theories, i.e., models of interpretation. Tests like these will never work as rigorous deductions-cum-falsifications in Popper’s sense, but they are a powerful tool, I think, on approximately an equal footing to the level that quantitative results and models are tested in relatively 'soft' quantitative disciplines such as ecology.

Ann: Kuhn has shown that the hard-looking disciplines largely proceed the same, soft way in practice. One difference remains, however. In order to test a hermeneutic through quantifying reduction, you need a hermeneutic that can generate testable predictions, for instance, a hermeneutic of a living person, or an existing ecosystem. Interpreting Jesus, on the other hand, or the hermeneutic models by which you do so, fall outside the scope of this procedure. Hence, the procedure has a more limited scope than in the quantifying sciences.
Ron: That’s right. But there’s a second procedure: ‘Testing the qualitative through qualitative reduction’. The basic idea is like this. Let’s assume you think you’ve acquired a real Verstehen of something called A. Then I can collect a number of new facts about A, and mix them with a number of non-A facts. We can then play a testing game, in which I pose questions like: is this an A-characteristic, or an A-action, or an A-expression? If your answers are in significant agreement with reality, your hermeneutic is confirmed. As Van Strien indicates, several authors have extended this idea, sometimes using a whole group of experts.

Ann: We also did a similar thing with our landscape study, it seems, having it checked by different experts.

Ron: That was only a weak version of Van Strien’s procedures, however, because our landscape study is an evaluative, not an empirical interpretation. I don’t think it matters that much, though, because it holds for all evaluations, qualitative or quantitative. Van Strien’s third way of testing is called: ‘Convincing pattern as test’. The more parts fit into a single image, he says, the greater its empirical value. Van Strien’s fourth indicator of empirical quality is the methodological one. He calls it: ‘Underpinning by the context-of-discovery’, which is a complex way to refer to the diversity of the material that is ‘put into’ the interpretation.

Ann: The diversity of data is also a methodological criterion for quantitative inductions, such as cluster analysis or regression analysis.

Ron: Yes, sure. All Van Strien says has its counterparts on the quantitative side. We, by the way, applied the diversity criterion in our landscape study by putting in more than one point of view and also bringing in the interpretation of other landscape scientists. It looks like we felt something of the poor testability of evaluative results and focused all our abilities on the ‘context-of-discovery’ side of being scientific. In terms of Denzin (1973), we applied ‘researchers triangulation’ - now doesn’t that sound scientific?

Ann: It’s always good to know that other people have the same problem, but the fact remains that evaluative studies, which have a special relevance for our field of work, can only be ‘tested’ by methodological respectability. Or does Van Strien still have something special in store?

Ron: To a certain extent, yes. His fifth way to test qualitative science again focuses on research results, not on the method. He calls it: ‘Practical fertility as test’. This is different from our rejected criterion of ‘you speak the truth if people believe you’, because it refers to physical, not cultural success. Van Strien confines his treatment of the fertility principle largely to the normative science he comes from, clinical psychology. He says, for instance: if your model of how to interpret depressive people significantly helps them improve their condition, it must contain more truth than a
model that does not, all other things being equal. This idea can be extended to all other problem-oriented sciences: the more true your model of analysis and explanation of environmental problems, the more fertile will be the solutions designed on the basis of them. That part of environmental science is tested every day!

Ann: Well, I'm glad there's still hope for us, and maybe even for Interpretative Environmental Science paradigms. But before we turn you loose making them, our Last Question needs to be answered: why should we want to do Deep Environmental Science at all? Is our landscape study only an exception that jumped on us unawares? In other words, can interpretive or hermeneutic studies yield something normal, quantifying environmental science studies cannot?

Ron: But we all know that environmental philosophy is ....

Ann: No, no! I mean, yes of course environmental philosophy is relevant, but our Question pertains not to high-level theories that can be used in environmental science studies, but to the relevance of these studies themselves being interpretative or hermeneutic.

Ron: But we already concluded that 'narrative support' would strengthen all environmental science studies ....

Ann: Sure they would, but narrative support is only 'talking around' a quantifying core. No, we can't escape from this question of relevance. And, since I see that you're eager to do so nevertheless, I'd better go into it myself.

Ron: Ah, this will be a week of agony, dreading your conclusion ....
7.6 Why Do It?

(A week later)

Ann: Hi Ron, there you are. Take a seat.

Ron: Thank you .... I guess you might as well hand me over the verdict right away.

Ann: The verdict concerning the relevance of interpretative and hermeneutic studies for problem-oriented science is not too bad, although there are some loose ends.

Ron: That’s more than I expected, then. Something I read this week didn’t make me optimistic, you know. I came across this paper by O’Sullivan (1987), ‘Shallow and Deep Environmental Science’, and I thought: maybe Ann will say we shouldn’t go deep, but at least O’Sullivan does it. But it turned out that his deep environmental science is the same as deep ecology, in other words, high-level meta-empirical theory, not problem-oriented studies.

Ann: That doesn’t surprise me. O’Sullivan’s environmental science is an empirical systems science, of the geography and human ecology family. Therefore, his deep environmental science is deep ecology automatically. Now, deep ecology is very relevant for environmental science - I will return to this later - but you are right when you say that it does not pertain directly to today’s primary issue: the practical possibility and relevance of interpretative and hermeneutic approaches for specific problem-oriented studies.

Ron: Then, what does?

Ann: Well, the problem was, at first, that I simply didn’t know. Having no lead, I turned our landscape study example over and over. I felt something was in there, but I didn’t see what it was .... Then, I slipped away into a daydream .... It was a bit weird .... I daydreamed that I arrived at the gates of Heaven .... That’s not that surprising, by the way, because Hell’s been abolished since they found out even Dante’s descriptions of it did not make people any better. By way of compensation, however, they gave St. Peter a new job description. He is now charged with the enlightenment of new arrivals, showing them their earthly sins so convincingly that they whole-heartedly volunteer to make up for them by scrubbing Heavenly floors, repairing harps and shining halos for a long, long time, solving a severe labour shortage problem along the way .... — Let’s talk about the acid rain problem, St. Peter said. — Why? said I, clever as ever, upon which St. Peter scratched his beard and proposed: — Well, let’s talk about environmental problems in general, then... You never went very deep into them, did you? You confined yourself to reductionistic
quantifications? — Yes, I replied, but it couldn’t be helped. Problems are not landscapes, you see, they have no visible Gestalt that you can try to interpret .... At this point, St. Peter looked at me in his most innocent manner, saying: — You may have noticed that you, being dead now, have no visible Gestalt either ....

Ron: Ah! Then you volunteered to scrub floors for a long, long time.

Ann: Well, yes, it was somewhat embarrassing to have overlooked what lies so close at hand. Environmental problems, the very object of environmental science, are quite interpretable things! Environmental problems, like all societal problems, are different from physical systems, and different from social systems or abstract systems such as culture, because they are complexes of oppositions between physical phenomena and cultural values... Still, they are just as identifiable .... They have histories of their own, they grow and diminish, they arouse countervailing actions and discussions about their roots - in fact, they are being interpreted continuously!

Ron: I guess so, indeed .... But St. Peter did not try to convince you that qualitative environmental problem studies could be really hermeneutic, I presume?

Ann: He didn’t. There is nothing imaginable about what it’s like to be an environmental problem, after all. In terms of the two-dimensional figure of 'interpretability specified' that we drew up three weeks ago, environmental problems occupy a position somewhere in the middle. They are 'intermediary' in terms of degree of integration and complexity, and also approximately half-way in terms of the non-alienness of inner life. I would say that environmental problems are interpretable to the same degree as a social system such as a village, or a social phenomenon such as a war, and probably more interpretable than more alien intermediary systems, such as ecosystems.

Ron: Then we could, for instance, start a series of interpretative studies "The History of Problem X", or "Problem X perspectives". One of them could be, for instance, "The history of the Pesticide Problem in the Netherlands".

Ann: That could be a very interesting one. The environmental science centre of the Free University of Amsterdam has recently done a number of studies into whether or not pesticide producers in the fifties knew, or could have known, the risks of what they were producing. And we could certainly also find material concerning political and public awareness in the late fifties and early sixties, before and after Rachel Carson’s book Silent Spring .... that was an interpretative metaphor, by the way!

Ron: We could describe the shift from health-oriented and nature-oriented arguments, and the shifting in norms connected with the arrival of technical alternatives, .... A part of our story could be a double-layered history, separating the public risk perceptions from the objectified risks calculated at that time or calculated by ourselves, retrospectively .... Studying archives and interviewing farmers, we could analyze and
interpret their views and their behaviour .... And maybe we could uncover the vicious spiral of greed and ignorance, driven by economic competition and government views about 'modernisation' .... Our history of the pesticide problem will definitely continue being interesting up to the eighties, when pesticides were discovered in concentrations far exceeding the health standards in drinking water, in deep ground water and in the rain\textsuperscript{320}. This interplay of facts and values has certainly not yet come to rest!

Ann: If we wanted, we could also add a history-of-science component, showing the interplay with the rise of toxicology in the sixties and of ecotoxicology in our days.\textsuperscript{321}

Ron: What we would be making, then, would be an interpretative history of a more or less standard type .... I wonder if we could also push this study somewhat further in the direction of a real hermeneutic study .... something you can make a movie out of, so to speak.

Ann: It will never be possible to make a real, full-fledged hermeneutic of an environmental problem, as we discussed before. But we certainly can make it more hermeneutic, I think, by picturing the whole problem complex through the eyes of one or two \textit{dramatis personae}. But then, probably, you should choose an environmental problem that is easier to dramatize than the pesticide problem ... it should be a type of problem that people 'live in' more intensely, I would say .... For instance, a case of environmental degradation in the rural tropics ....

Ron: The soil degradation problem in Kenya should be a good one for that, I think! This problem, and also its solution, are not only 'lived in' intensely by a lot of rural people, but is also an almost personal history of a single expatriate development worker, dr. Wenner from Sweden.\textsuperscript{322} Having arrived in Nairobi in 1974, he designed and pushed through the national erosion combat programme, that now involves hundreds of extension officials and tens of thousands of rural people, most of them women in informal groups .... Together, they now build terraces on 60,000 farms every year! Thus, our history of a problem will turn out to be also the history of a solution.

Ann: In order to do this as hermeneutically as possible, we could re-enact Wenner's background before he came to Nairobi, his early discoveries, his traveling around and measuring erosion rates in the field, his diagnostical and technical calculations, his discussions with old-fashioned, top-down development theorists, his struggle with the bureaucracy, his mistakes, field trials and re-designs. And we should also put in as many physical science facts as we can, for instance, by showing him explaining

\textsuperscript{320} For instance, Van Beek et al. (1988) and Smeenk et al. (1988).
\textsuperscript{321} Cf. Cramer, 1987
\textsuperscript{322} Hudson, 1987
erosion measurements and impacts to farmers and regional officials .... These, in their turn, bring in their value perspectives, for instance, the dilemma between the long-term necessity of soil protection and short-term income needs...

Ron: Connected to these early discussions and designs, we can show the build-up of the organization in the seventies, a time when the Kenyan bureaucracy slowly changed from being an obstacle into a vehicle for progress ....

At this stage in our scientific novel or movie, we could also introduce that other hero of environmental management, the Kenyan woman farmer. By studying the literature and interviewing people in the field, we could make up an exemplary life history of, for instance, a woman from Machakos District, whose family in the fifties is pushed out by the colonial powers from the fertile highlands to the semi-arid part of the district. We can show how she adheres to the farming system that had been developed in the highlands but slowly, very slowly, turns out to be environmentally inadequate in the semi-arid circumstances, in spite of small adaptations ..... We can show her worrying about the declining yields and the condition of the fields, and show her initial distrust of soil erosion messages and appeals for action, as well as the background of this distrust in the fact that soil erosion abatement had been compulsory in colonial times - something everybody was happy to have finally got rid of .... Then, we could have her meet Wenner, who has come to Machakos to supervise one of his early field trials. We show her following Wenner's instructions more or less reluctantly. When he returns the next year, he finds the women satisfied with the improved yields of the terraced fields, but he also finds the work done in a way that, according to the women, needs much less labour than Wenner's design. The year after that, the rains are so abundant that the women do not notice any difference in the yields of terraced and non-terraced fields. Moreover, many terraces are washed away, especially those of the women's own design .... Now what? In the face of this impasse, Wenner and our Machakos woman have a thorough discussion, re-analyzing the whole situation and agreeing on an improved design. It is this design that later .... But no, this should be enough. We'd better call up United Artists right away!

Ann: Well, before you start looking for the telephone directory, we'd better discuss the question that we started out with. We have now shown to ourselves that interpretative treatment of environmental problems is indeed possible, and we know from our previous discussion that we can apply methods that assure that we do so scientifically. But still, why do it? Only because it's fun?

Ron: Maybe, partly, why not? Science for the fun of scientists is very respectable, after all, - if you call it 'free', 'fundamental', or 'pure' research. Why, then, should we be ashamed of it?

Ann: For the same reasons that they should be ashamed of it, I guess .... Because of worldwide poverty; the loss of meaningful world views in Western culture; the
destruction of nature; the burdens that we, the richest generation ever, lay upon future generations.

Ron: But you're always pleading for more fundamental and pure environmental science research!

Ann: Of course I am! But only after having made the choice that environmental science is there for society! Then, and only then, can we define our pure research: research designed to build theory for the analysis, the explanation and the solution of environmental problems. And our fundamental studies are those that seek to answer fundamental questions about environmental problems.

Ron: Then, what of our interpretative and hermeneutic research, if it's not for fun? Our scientific land degradation movie is certainly not 'pure' in the sense you just indicated, and not very fundamental either.

Ann: Indeed. If anything, it must be an applied study... Ah, I see it now... it is an applied study.

Ron: Applied? Does it propose policy measures? Does it assess the environmental impact of anything?

Ann: Being there for society implies more than being there for day-to-day policy making ..... Take astronomy, for instance.

Ron: Astronomy? The purest and most quantifying of all sciences?

Ann: Nevertheless, it has an important function in society, reflected in the huge market for Black Hole and Big Bang books and articles. It satisfies a need of many people to know and interpret the world around them. We could call this the cultural function of science for society. We may define 'applied research' as all studies primarily designed for external use, that is to say, not for internal theory development. The 'external use' may be use by another discipline, but most of the time it is use by society, be it for policy making, 'cultural use' or physical use, e.g. if the research concerns the design of technological hardware. By the way, this is another matter I learned from Norman two weeks ago. It follows that our Kenya erosion movie is an (interpretative) applied study result, primarily for the cultural function of science.

Ron: I see .... It could be something to be really proud of, if it proves to be as good a movie as we imagined it to be .... After all, environmental problems have become important phenomena in society, and helping people to know and interpret this aspect of the world around them doesn't seem at all unimportant. The question of Why Do It seems to have an answer ..... It's an answer that doesn't imply that 'going hermeneutic' is something intrinsically superior or inferior, but something to be considered
alongside with doing 'normal' environmental science. And there may be an important policy-making aspect to interpretative studies too, because this type of studies, if successful, may strengthen public support for environmental policies!

Ann: Sure. This indicates that the cultural and policy making functions of environmental science are not separate. We could also venture one step further, and ask ourselves: could interpretative or hermeneutic approaches also play a *direct* role in day-to-day policy making? Could they be more than the 'narrative support' of quantifying policy studies, which are relatively trivial lean-to's that do not really add new information to the quantifications? ..... Could an interpretative or hermeneutic approach also be used to *add* policy-relevant information to "shallow" studies or maybe even replace them? Say, a partially or entirely narrative Environmental Impact Statement? ..... I'm not sure, but it doesn't seem at all impossible, since it's not essentially different from our land degradation case. Maybe, some day, we'll get a chance, and just do it.

Ron: Well, that's it, then!

Ann: Really? You amaze me. Wasn't it you who were so eager to see the landscape through the goose's eye, and do the hermeneutic of a bear? Have the animals suffocated under our technicalities?

Ron: Heavens! Let me check ..... They're still right here, under the table ..... Still breathing ..... How could we ever forget them?

Ann: Probably because we've concentrated on the interpretation of environmental problem situations as a *whole*. And these are in no way equatable to geese and bears ..... Can you give me the definition of an environmental problem situation as a whole, Ron? Quote what we teach our students?

Ron: Mm ..... give me a sec ..... Yes ... I remember now: "Environmental problem situations are fact-value oppositions, composed of three major elements:  
- the environmental problem itself, which is composed of two causal chains: one chain running from environmentally relevant activities to (environmental and social) impacts on 'final variables', and one chain running backwards, from *norms* concerning final environmental variables to norms concerning final environmentally relevant activities;  
- from the environmentally relevant activities, an explanatory chain runs backward from activities to actors, and from there to their options and motivations, and from there to further backgrounds in culture and structure;  
- and the *norms* concerning environmentally relevant activities can be called 'environmental capacity'; from there, another explanatory chain runs backward, moving from directly capacity-determining factors into their backgrounds in ecosystem structures and processes."
Ann: Good! Now, if you take a look at our Kenyan soil erosion movie, you will find that we indeed treated all these elements as a single, intertwined whole. But we could also concentrate our interpretative efforts on single components …..

Ron: Which ones?

Ann: We could take three major elements from your definition of environmental problem situations. First, we could focus on activities and actors, and try to answer the question why people act in the problematic way they do. Secondly, focusing on environmental capacities, we can deal with the question of why the environment cannot ‘carry’, process or yield more than it does. Thirdly, we can concentrate on the environmental ‘final variables’, in other words, on the directly normatively relevant characteristics of our environment, and the norms in terms of these characteristics. Or, to put it less formally: what is our environment and what do we want our environment to be?

Ron: These three components seem a fair sample. Your first focus - on actors and their activities - could indeed be approached interpretatively, and even truly hermeneutically, in as far as ‘actors’ denote individual people. These interpretations and hermeneutics seem especially suitable for understanding the inner life and outlook of environmental organizations and people whose day-to-day activities are often directly relevant for the environment, such as directors of big chemical companies, environmental activists or farmers. However - let me take a look ….. my under-the-table menagerie doesn’t seem very inspired yet …..

Ann: That’s understandable. As for my second element - environmental capacities - even I’m not very inspired. It seems that environmental capacity studies mainly involve soil science, systems ecology and things like that, without there being much to contribute by interpretative approaches. But my third element should really do the trick!

Ron: The “normatively relevant characteristics of our environment, and the norms in these terms” ….. What does that involve other than human health risk analysis, sustainability of land use systems, the diversity of nature at various system levels and things like that?

Ann: How about my more informal formulation of the ‘final variables’ question: “What is our environment and what do we want it to be?” No? Not yet? Then, let me shift your perspective a little, reframing the question like this: “What is our environment and what does it want to be?”

Ron: Ah, now I’m starting to grasp something! Wake up, Goose and Bear! Your time has come!
Ann: How to arrive at a deep interpretation of the environment - that really seems a good question for you to go into next week. But remember that maybe the more important question in fact is, why we should actually do interpretative studies of this kind, even if you might prove them to be theoretically feasible.

Ron: I will, I will ....

Ann: I find it a comforting thought that the question we dealt with today - the possibility and the Why Do It of interpretative studies of environmental problem situations as a whole - is in fact even more important, although maybe not as challenging. Next week’s exploration, whatever its outcome may be, will not undermine that key result.

Ron: That’s clear. It makes me all the more free to explore the full reach of my imagination, and serve you a fine dessert to our discussions.
7.7 Wilderness Solitude And Health Of Nature: Interpretation for Practice

(A week later)

Ann: Hi Ron, come in ... Tell me, did your Goose View blend well with the Bear Feeling? And did you manage to pour this dessert into the down-to-earth bowls of environmental science?

Ron: Yes I did. The whole thing, however, developed quite different from the way I thought it would. I had braced myself for a lonely struggle with Being Bear, the possibility and relevance of which would be almost impossible to explain. As it turned out, however, I was not lonely at all and, what’s more, the problem of Why Do It evaporated, so to speak, the moment I touched it ....

Ann: Really?

Ron: Yes, it did. But I would like to clear up two preliminary issues first, if you don’t mind.

Ann: Go ahead. But be brief. I’m almost evaporating of curiosity for the real thing.

Why Do It, revisited

Ron: Well, you remember the interpretative landscape evaluation that triggered off our whole discussion? We’ve often referred back to it, and I’ll do so again for the last time. The landscape evaluation was not an interpretation of an environmental problem situation as a whole, nor did it concern environmental actors or environmental capacities. It was, in fact, an example of what I was to focus on this week, namely, an interpretation of what we want our environment to be! And concerning that evaluation, the question of relevance has already been dealt with.

Ann: Sure. This solves part of the relevance problem, but not the important part. The landscape study, we concluded some weeks ago, was only an interpretation. And you set out to explore the really deep, hermeneutic interpretations of the environment.

Ron: That’s right. But it helped me overcome the relevance fix I was thrown into by your emphasis on the Why Do It question last week.

Ann: Is the relevance of the Goose View no longer a problem?
Ron: Wait, wait. Do you remember that I often tended to float away to abstract generalities, and that you often pointed to the fact that we, as environmental scientists, should concentrate on relatively specific, concrete environmental problems? So we did, rightly, all the time. There are, however, more general issues too. In the field of actors and activities, for instance, there are a number of more general questions concerning the general social backgrounds of broad sets of environmental problems, such as nature destruction, landscape deterioration or pollution. These lead to familiar debates and theories about the roles of Christianity, capitalism, technology, greed & ignorance, tragedies of the commons, and so on. Now, you must agree that if general concepts and theories are relevant and if specific studies are operationalisations or tests of these concepts and theories, then these studies are relevant too, aren't they?

Ann: Logically, yes.

Ron: Well then, something dawned on me concerning what we are here for this week. The relevance of an interpretative approach to the environment is in fact beyond question! It's not a philosophers' deviation or a romanticists' hobby. The "integrity of ecosystems" is a core notion in the U.S. Clean Water Act ...."Wilderness solitude" is at the heart of the U.S. Wilderness Act .... The "Integrity of Creation" is the mainstay of the conciliary process of World Council of Churches .... The "health of ecosystems" is a guiding principle in Dutch policies323 .... The International Union for the Conservation of Nature and Natural Resources speaks about "Reconciliation With Nature".... And do you remember what our queen said in her 1988 Christmas message? "Slowly, the earth is dying....", she said, and called for a new awareness that man and nature are "partners in one creation".... All these statements express 'deep', interpretative attitudes toward the environment. Now, environmental science claims to be a science for society, doesn't it? So, what is in need of justification is not why we should do interpretative studies of the environment, but rather why we're not doing them!

Ann: Gee..... this really switches some perspectives .... It seems I must drop the role of good-humoured sceptic I planned for this week .... Insofar as interpretative studies are 'operationalisations or tests', as you put it, of the interpretative ideas you quoted, relevance is automatically guaranteed, in general terms. Of course, this doesn't give us a licence to do any interpretative study we fancy, but that holds for normal environmental science studies too.

Ron: Sure. Therefore, I decided to simply concentrate on the operationalisation of a few of the quoted ideas. After taking stock of may own inspirations and our library, I picked out the Wilderness Solitude concept and the idea of Integrity. Thinking this over a little bit more, it seemed that the integrity concept could be joined with the idea of health-of-nature, because they essentially denote the same thing..... I propose to

---

323 E.g. PWS-ZH (1973).
start with the solitude concept, being the more accessible of the two. Moreover, I propose to stay close to the literature, in order to counterbalance our lack of experience in this field.

Ann: Go ahead.

Wilderness Solitude

Ron: On wilderness solitude, I draw all my wisdom from an article by Vest (1987). It is a product of the Deep Ecology philosophy, but atypical in the sense that it focuses on a problem of operationalisation. It is deep ecology for policy making, so to speak, and hence ready-made for our purpose.

Ann: A rare case, it seems!

Ron: It is. Typically, philosophers shy away from proposing practical guiding principles, and environmental scientists shy away from 'deep', qualitative views. In that sense, their worlds hardly ever meet. With the Clean Water Act, for instance, hardly any attempt has ever been made to put the ecosystem integrity objective into action. In practice, environmental scientists and policy makers confine themselves to the well-known criteria of "fishable and swimmable", which are a far cry from the richness of the integrity concept, but much easier to quantify. The same thing has happened to the wilderness solitude concept, writes Vest.

Ann: You mean that 'Wilderness solitude' has become reduced to some superficial, quantified measure? Something like how many hours it takes to reach the wilderness?

Ron: Something like that, yes. In order to see how this happened and why this is a problem, you first have to be aware of two very American aspects of the Wilderness Act. First of all, the wilderness notion is something deeply rooted in American culture, much more so than in Europe, where almost all landscapes are 'interaction landscapes' in the sense that they have grown out of the interplay of natural and human forces. Secondly, the Wilderness Act has not been drafted by the administration. Quoting Vest:

"Like so much of our best legislation, the original wilderness bill was drafted not by specialists in science and management, but by citizen advocates".

In a footnote, the Wilderness Society is identified as the major law designing agency. Vest then proceeds:

"Hence, the act is not a scientific statement of managerial technology, but a Congressional mandate reflecting a rich heritage of value".

Vest then quotes legal analyst Michael McCloskey, stating that the Wilderness Act "has blended many political, religious and cultural meanings" into its core concept of wilderness solitude, and goes on to say:
"Mindful of McCloskey's remarks, one can only marvel at the shallowness of federal agencies' interpretations".

Ann: What are these federal agencies' interpretations?

Ron: Roughly speaking, they equate solitude to being alone. This, of course, is easily quantifiable on a map. You simply measure the distances to sources of noise and calculate the degree to which you hear them. And with the visual aspect, you simply measure how many human artifacts are in sight. Then you aggregate everything in some multi-criteria formula.

Ann: I see. That's the way our own institute, in its normal routine, would do it too. What's Vest's proposal?

Ron: His main occupation is a quest into what the wilderness solitude concept might truly denote. It is tempting to take you along in his exploration of the concept's 'heritage of meaning', but I'll quote only two core statements. The first is itself a quotation, namely, William James' definition of religion. This definition reads:

"The feelings, acts and experiences of individual people in their solitude, so far as they apprehend themselves to stand in relation to whatever they may consider the divine".

The second is of Vest himself:

"Solitude, then, is fundamentally a state of communion, whether it be within the sanctuary of church or shrine, or in reverence before creation, which is wilderness manifest in wilderness".

Ann: That does convey some idea of what he's after...... Now, let's focus on our own task, that is, operationalisation at the level of specific 'studies', a land quality assessment, say, in terms of wilderness solitude. What does Vest propose on this issue?

Ron: Well, here he's still a bit too much the philosopher. He only briefly touches upon the practical implications, saying:

"For example, rather than throwing out vast prairie-like wildlands because they lack topographic and vegetative screening, agencies ought to examine the ecological distinctiveness of the wildlands and their ecology as it fosters an aesthetic experience".

Ann: Even if this were an unreduced operationalisation of what I understood wilderness solitude to be, how would you measure it?

Ron: Certainly not by reducing it still further... Rather, following the hermeneutic tradition, you could make use of the experiential capacities of people as whole persons......... You could, for instance, bring together a group of sensitive people, composed of one or two 'experts', say, a philosopher and an artist, supplemented by
two 'lay people', say, one from the nearest town and one living very close to the landscape to be assessed .... First, the wilderness solitude concept could be explained to the group, and they could then discuss it, in order to prepare themselves for their task and avoid too personal interpretations. Then, the group could go out to experience the landscape, individually or in subgroups. Finally, the experiences and views would be discussed until some judgement arises ....

What we’ve done, then, is to operationalize a hermeneutic concept the hermeneutic way, following a method that includes an aspect of organized subjectivity, but a method I would definitively prefer over the distance measurements and quantitative manipulations of the agencies’ 'objectification', which in fact only expresses a subjectivity that remains hidden, and the wrong one at that.

Ann: Good! It doesn’t sound perfect, but we certainly have arrived somewhere in this first attempt to operationalize a deep concept concerning what we want our environment to be. How about your second concept, health of nature?

Health of Nature

Ron: That turned out to be a very different affair. The issue split up into something easy and something truly difficult. But first I addressed the basic question: what is health? I found the answer in this compilation by Caplan et al. (1981), 'Concepts of Health and Disease'. It almost exclusively focuses on human health, but the essentials are there.

I found that the concept of health is etymologically related to the concept of wholeness. Briefly, health = wholeness = hal = Heil, etcetera. This makes clear, as Kass** points out, that 'complete well-being** or the absence of disease are concepts of a different order. Health is associated with the ability to develop as a whole person, in accordance to what lies 'enfolded' within...... Let me give you some definitions from Caplan et al. that point in that direction:

"Healthy is that which functions in accordance with its design"**
"Healthy is the living body in accordance with its specific excellences"**
"Health is (.....) wholeness, autonomy"**

And from De Groot (1988):

"Healthy is that which functions in accordance with its own will to develop".

Health, defined this way, is clearly a hermeneutic concept. You cannot measure someone’s health, nor your own, without grasping, to some extent, the wholeness, the 'design' that lies enfolded within.

---

** Kass, 1981
** The WHO’s definition of health.
** Boorse, 1981, based upon definitions by others from 1945 and 1966.
** Kass, 1981
Ann: Do all authors you've read agree on this?

Ron: Oh no! The notion of health is often connected not to the individual’s design or wholeness, but to the individual’s outward performance. A weak version of this closely resembles the idea of homeostasis. Listen:

"Health is capacity to respond appropriately to a wide variety of situations" \(^\text{329}\)

"Health is ability to perform those functions which allow the organism to maintain itself" \(^\text{330}\).

"Health is successful adaptation" \(^\text{331}\).

At bottom, the 'homeostasis view' implies that you are healthy when you have no physical or mental worries, simply performing the roles the situation asks for. This implies that a person, without himself changing in any way, becomes 'unhealthy' the moment a situation becomes demanding, and that he is instantly 'healthy' again when the sky clears up!

Ann: Another difference from the first type of definition is that in the first view, it may be healthy to grow old and die when the time has come.

Ron: You may also notice that the 'homeostasis' definition of health requires no deep insight into a person's intrinsic design. Primarily referring to the person's external functioning, it's not a hermeneutic concept.

Ann: Does this exhaust the range of views on the health concept?

Ron: Essentially, yes. But it's illuminating to quote one other definition, in order to uncover the consequences of a health concept tied up to external functioning. It's Talcott Parsons' view that:

"Health is the optimum capacity of an individual for the effective performance of the roles and tasks for which he has been socialized" \(^\text{332}\).

In this view, you are healthy if you are a Good Girl, diligently working for the system, never standing up against your parents ....

Ann: Poor Parsons. All the good things he may have said have become tragically stained by his totalitarian aberrations .... Let's stick to the definition of health as the unfolding of enfolded 'design'.... It seems to me that when people speak of the wholeness of creation or the health of ecosystems, they have in mind this deepest, most hermeneutic interpretation of the health concept.

\(^{329}\) Whitbeck, 1981

\(^{330}\) Engelhardt, 1981

\(^{331}\) Caplan et al., 1981, Introduction.

\(^{332}\) Parsons, 1981
Ron: Sure. That way, we properly distinguish the health of nature from what environmental scientists usually call the functions of nature. These are valuable in their own right, but they are the Good Girl aspect of ecosystems, so to speak.

Ann: Well, then. Now we know what it is we're talking about, we can take a look at how to operationalize the concept at the level of specific environmental problem situations. There seems to exist a major obstacle here. Our health-of-nature concept requires that such 'enfolded designs', seeking expression through growth and self-realisation, in fact exist in nature. In other words, it requires that nature is goal-oriented. This 'teleological' view is highly controversial in biology, however. Does nature really want to unfold itself? Does nature in fact want anything? Aren't evolution and succession simply blind forces and blind processes? Did you find a way to handle this problem?

Ron: Partly, yes. This is the point at which my line of reasoning split in two, one easy and the other difficult. Shall we do the easy part first?... Then, come with me on a field trip and let's study animals in their natural context. Or maybe better still, go and read the books by modern field biologists who've stayed with their animal groups for a long time - not to test some behaviourist's hypothesis, but to describe and grasp their animal lives in full. Most of these books have been written by women, by the way, from Goodall's chimp studies, Fossey's gorilla's, Strum's baboons to Rasa's wonderful family of dwarf mongooses. If you follow their footsteps you don't have to be a romanticizing vitalist like me - you only have to be openminded and open-hearted (in other words, you only have to meet the basic requirements of being a scientist) to find out that the teleology problem simply crumbles. Animals are involved in the realisation of their life projects. In my source book on human health theory, Kass (1981) makes a short digression into the health of nature:

"What, for example, is a healthy squirrel? Not the aggregate of his normal blood pressure, serum calcium, total body zinc, normal digestion, fertility, and the like. Rather, the healthy squirrel is a bushy-tailed fellow who looks and acts like a squirrel; who leaps through the trees with great daring; who gathers, buries and covers but later uncovers and recovers his acorns; who perches out on a limb cracking his nuts, sniffing the air for smells of danger, alert, cautious, with his tail beating rhythmically; who chatters and plays and courts and mates, and rears his young in large improbable looking homes at the tops of trees; who fights with vigor and forages with cunning; who shows spiritedness, even anger, and more prudence than many human beings".

Ann: That's clear. It is, however, not very deep ....

---

333 See Chapter 4
334 Strum, 1987
335 Rasa, 1986
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Ron: Yet it may be largely sufficient. We’re not concerned here with ‘horizons of meaning’, after all, but only with the basic expressions of simple, physical squirrel health. Things only gradually become more difficult if we want to have more detailed knowledge, or if we want to move to more un-human animals, or want to deal with more mental health issues.

Ann: Okay .... fair enough ..... But one thing still lies before us. Could you explain to me the relevance of this health issue for environmental science, that is, for the analysis and solutions of environmental problem situations?

Ron: In a general way, I think, the health insight will be conducive for gaining public support for nature protection policies. And it’ll help to formulate these policies too, insofar as they are species-specific policies, like the ‘badger policy’ and ‘otter policy’ that we have here in Holland. ..... I must admit, however, that the more relevant health-of-nature issue lies at a different level.

Ann: Indeed. The voices from society that you quoted speak about the health or integrity of creation or of ecosystems - not individual animals or plants .... We may be running into a problem here .... At least, I presume you’re not going to suggest I simply go out in the field in order to see that ecosystems as a whole are involved in the ‘realisation of their life projects’?

Ron: I won’t. In fact, this is the point where my line of reasoning turned into a terrible knot. On the one hand, I had that romantic intuition, that emotional longing, to spread out the health concept all over nature, including ecosystems. On the other hand, I couldn’t escape from the certainty that ecosystems are very different from individual animal and plants, especially when it comes to the question of goal-orientedness .... As we discussed before, even when you see a forest, for instance, regaining the ground lost to people who have cut an open space into it, you cannot escape from the fact that it was not the forest itself, but individual plant life strategies that drove the succession process that re-established the climax forest system characteristics. They, not the forest, were the ones that ‘wanted something’! .... At this point, questions started to swarm all over the place .... Could it really be true that ecosystems have no life project of their own? Should we hence drop the concept of health of ecosystems? If so, how does it affect that other intuition of ours, that there is intrinsic value in ecosystems? Should that idea be dropped too? And if we do not drop the notion of health of ecosystems completely, can only pristine, self-organizing wilderness then be called healthy? Or is anything healthy that functions in one way or another? Or should ecosystem health be tied up to ecosystem homeostasis and stability?

Ann: Don’t ask me...... It’s a terrible knot indeed .... Did you get anywhere untangling it?
Ron: I guess I did.

Ann: Really?

Ron: Although, of course, it's only a first trial, undoubtedly, with several weak spots .... Shall I put it to you, as systematically as I can?

Ann: Do try.

Ron: Well, first we must settle once and for all the question whether or not ecosystems are goal-oriented. Realizing that this question touches upon the holism/reductionism controversy in the philosophy of science, I turned for help there first, going through Phillips' (1976) 'Holistic Thought in Social Science', because it's a well-known review, and through Young's (1989) 'A Conceptual Framework for an Interdisciplinary Human Ecology', because it is more holistically inclined and pertains more directly to our field ..... On his page 6, Phillips defines something he calls 'Holism 1', that consists of a set of five theses, two of which are:
- 'The whole is more then the sum of its parts'
- 'The whole determines the nature of its parts'.
Then, he goes to very great length to reject Holism 1. For my part, he could have done so in a few words. In terms of the first thesis, everybody is a holist. Any chemist, for instance, will agree that the properties of a water molecule are more than the properties of hydrogen and oxygen atoms summed up. In terms of the second theses, nobody with any critical sense is a holist. As if the nature of this table is determined by the room it is a part of! (Mind you, this room is certainly a whole, a system with properties that are more than the sum etcetera.) Phillips also defines a 'Holism 2', that is, the thesis that "a whole, even after it has been studied, cannot be explained in terms of its parts". Of course, he rejects that too, forgetting, by the way, to reject the reductionist claim too, that states that a whole can be explained in terms of its parts - as if you, for instance, could be explained in terms of your liver, your kidneys etcetera. How many books can you write this way! And how many hours do readers lose in their search for properly posed questions and non-trivial answers!

Ann: Poor Ronald.....

Ron: Oh, well, better times came along later ....... Some first light was shed by Young's review ..... In his chapter on holism, he defines holism as 'to study any object as a whole'....

Ann: Any object? The water molecule too?

Ron: Sure. Young doesn't tie up his holism to any system level. In his view, you may study, holistically, reductionistically or in any mixed arrangement, any system of what he calls the 'hierarchy' of natural and human systems. This, by the way, largely
agrees with our own environmental science textbook (De Groot, 1984b). It doesn’t help us much with the question we are dealing with today, though. Young’s holism/reductionism polarity is of the epistemological order, and our question is in the substantive realm. We didn’t ask ourselves whether we can view ecosystems as if they were goal-oriented, but whether they really are ....

Ann: Does Young help us in this respect?

Ron: Indirectly, he does. His chapter on ecosystems reviews a wide variety of ecosystem opinions, and, given Young’s inclination to defend holistic approaches, he certainly would have mentioned arguments for the goal-orientedness of ecosystems, if he had found them. Instead, you find that ecosystems are maintained "through their parts".

Ann: This would imply that the notion of ecosystem health, based as it is on goal-orientedness, is inapplicable to ecosystems, isn’t it? I don’t really like the direction our discussion is taking .... Simply saying that ecosystems work 'through their parts' and then closing the issue ..... All those people who’ve installed the notions of ecosystem health and integrity at the core of laws and discussions - they must see something, somewhere ..... I think we should try to find out what it is they see, in other words, what is the content of the basic intuition they express ....

Ron: I think I can tell you that. Fortunately, philosophers also speak about the health of ecosystems, for instance, Rodman (1983) and Weston (1988), who refer to "sustaining healthy ecological systems" and "ecosystem stability and health", respectively. Shall I tell you what they see? And how the basic intuition, as you called it, of ecosystem goal-orientedness has been criticized recently?

Ann: Of course!

Ron: Rodman (1983) is the most vivid ‘intuitist’ I found. He describes three "forms of ecological consciousness", namely, "resource conservation", "wilderness preservation" and "moral extensionism". He goes into their respective weaknesses and then proposes a fourth form, "ecological sensibility", the mainstay of which is the goal-orientedness, or telos, of natural systems. He writes:

"Natural systems have their own good, their own business (so to speak)". "Telos as a basis for ethical consideration is widely accepted, but has been mistakenly thought (e.g. by Kant and others) to apply only to persons (....). The vision of a world composed of many things and many kinds of things, all having their own tele, goes back (except for the recognition of ecosystems) to Aristotle’s metaphysics ...."

Ann: But that recognition of ecosystems is the crucial point! Does Rodman offer some real arguments for it, or tell us what to see?
Ron: Let me continue quoting ...

"It is easy to see [telos] in [ecosystems] as it is in humans, if we will but look ..... For those unaccustomed to looking, Aldo Leopold's *Sand County Almanac* (1968) provides, in effect, a guide book. Before the reader is introduced to the 'land ethic' chapter, (....) he is invited to accompany Leopold as he follows the tracks of the skunk in the January snow, wondering where the skunk is heading and why; speculating on the different meanings of a winter thaw for the mouse whose snow burrow has just collapsed, and for the owl who has just made dinner of the mouse; trying to understand the honking of the geese as they circle the pond; and wondering what the world must look like to a muskrat eye-deep in the swamp. By the time one reaches Leopold's discussion of the land ethic, one has grown accustomed to thinking of different animals - and (arguably), by extension, different natural entities in general - as subjects rather than objects, as beings that have their own purposes (.....), their own goods (....). Leopold does not offer logical arguments for the land ethic in general, because (....) arguments are unnecessary for those who have come to perceive nature as composed of subjects."

Ann: This is indeed 'something to see'. If you take a closer look at it, however, it's only a poetic rendering of what we've already accepted: the *tele* of animals ..... Ecosystems, in this perspective, may be quite worth protecting, but not because they have a purpose, a *telos of their own* ..... 

Ron: Well, Rodman goes into that too. Let me quote him again.

"Consider that a forest may be in some ways more nearly paradigmatic than an individual human for illustrating what it means to have a *telos*. A tropical rain forest may take 500 years to develop in maturity and may then maintain a dynamic steady-state indefinitely (......). It exhibits a power of self-regulation." The argument stops here. The "exhibits"-sentence is the key. This, as you would put it, is what they see.

Ann: Oh.........

Ron: Disappointed? Let me switch right away to the other side of the argument, as expounded by Brennan (1988), Hengeveld (1990) and Cahen (1988). Since they say essentially the same thing, I'll simply focus on the latter. After reviewing the teleology debate in biology, Cahen states that at least one distinction is crucial for any identification of goal-directedness (*telos*) in nature: the distinction between goals and by-products. Some ecosystems, Cahen says, have a definitely goal-oriented look, but current mainstream ecology holds this look to be deceptive. Stability (and any other system property) is a by-product of the goal-directed activities of plants and animals. This individualism by no means excludes altruism, he adds in a footnote, but all hypotheses about group selection or community selection in evolution can only be rejected. Cahen shares the environmental philosophers' intuition that we have a moral obligation to
ecosystems, but he appeals to the philosophers to stop trying to ground this obligation in "superseded models" of goal-oriented systems.

Ann: Can we avoid responding to his appeal?

Ron: Well, for a while I held on to one last straw, the most organismic of all system views, the Gaia hypothesis. Following Lovelock (1979), "the entire range of living matter on Earth (...) could be regarded as constituting a single living entity", or, in the words of Weston (1987), "there is a sense in which the biosphere itself can be viewed as a single organism". Weston concedes that this image may be inspiring for new research and ethical thinking. But when it comes down to the question that interests us now - the question whether or not Gaia itself is goal-oriented - he says that "the argument is too metaphorical at crucial points". Lovelock's own Daisy World, beautifully homeostatic as it is, is so because the daisies react individually to changes in their environment!

Ann: So, down the drain goes the idea of ecosystems being goal-oriented, and with it the concepts of health and integrity of ecosystems?

Ron: Well, I think I may have found a way to pay due respect to both the opinion in mainstream ecology as well as the intuitions behind the 'integrity of ecosystems' idea as it lives in society .... In order to explicate this proposal in full, I ....

Ann: Excuse me Ron - before we dive into this .... Something even more important has worried me for some time now..... That Rodman of yours, he appears to base not only the concept of health of ecosystems on their goal-orientedness, but in fact the whole of their intrinsic value ....... And Cahen's appeal suggests that there may be more philosophers like him. If we do away with ecosystem telos, what is left of intrinsic ecosystem value? Is there a ground left to protect them, outside of their instrumental value for the satisfaction of human needs and their value as a habitat without which species cannot survive?

Ron: Ah! I knew I couldn't escape from this, having you as a discussion partner! As a matter of fact, I did some reading into this. I can only give you a sketchy account here, though, being, as it is, one of the bigger issues in environmental ethics ..... First of all, let me say the matter is even worse than you think it is. You cannot even base a moral obligation on species on the tele of plants and animals! Basing a moral obligation on telos is 'normal philosophy', as Weston (1987) puts it, but it applies to individuals, not to species. If, for instance, you have a community of a thousand birds comprising forty species, why would you be obliged to protect this community more than a collection of a thousand sparrows? The sparrows' 'sum of tele' is no less ..... On the other hand, there's no need to drop the idea of intrinsic ecosystem value once you've rejected the idea of ecosystem telos. Other authors, I found, have searched for intrinsic ecosystem value along other routes ......
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Ann: Could you specify that a little, before we move on?

Ron: Well, looking back on this vast amount of literature, I came to think of it as the Big Project Of Non-Dualism ...... The basic idea of it all is to rise above the separation of subject and object, that is, in our case, the 'I' and Nature. Intrinsic value then becomes something not so much sought 'out there', but something that arises out of our being part of a meaningful universe .... It is value-in-togetherness, as Rolston (1982) has put it. Taking a closer look, you may discern three clusters of thought in the Project. The first could be called metaphysical, exploring, as it does, non-dualistic general world views, inspired, for instance, by quantum mechanics (Callicott, 1985; Bohm, 1980), panentheism (Zimmerman, 1988) or Eastern philosophers. Our queen’s Christmas Message concept of man and nature as ‘Partners in one creation’ appears to echo this search for new world views ...... The second cluster of non-dualistic thought is more personal, you could say, more experiential in its wordings. It probably represents the authentic core of Deep Ecology. For deep ecology, one-ness or ‘communion’ with nature, experienced in the field or communicated through art or poetry, does not remain an isolated ‘peak experience’, but becomes constitutive for being human (Zweers & De Groot, 1987). The concept of wilderness solitude we discussed earlier belongs to this cluster of thought, of course ...... The third type of argument is more or less a consequence of the second and critical of the first. It arises particularly when environmental philosophers get tired of their own intellectual 'world view searching' or come under attack from outside, 'anthropocentric' philosophers. In this respect, let me quote Katz (1987). He’s pessimistic about the concept of intrinsic value of non-individual entities such as ecosystems ever becoming established as an intellectually grounded concept in philosophy. That would "require a radical transformation of ethical vision", writes Katz, a feat not likely to occur in the foreseeable future, "given the present state of twentieth-century metaethics". The problem of intrinsic value in nature, Katz proceeds, "is a problem that does not require a solution; it is enough to know that some kind of nonanthropocentric value exists, even if the description of that value remains unclear. (.....) It serves to limit the exclusive reliance on anthropocentric instrumental values". And that some value does exist, I could add, is acknowledged by our own and many other people’s experiences, poetry and policies. In the same vein, Zweers (1987) says that if analytical-philosophical discussions fail to give a rational basis to a notion that lives in society, should we then tell society to drop it? Or try again with a new analytical philosophy?

Ann: Now that you’re asking, may I venture something of my own? I suppose you’d agree with me, as many others probably would, that the other planets in our solar system have, in some way, their own ...... what should I say ...... their own Createdness ...... Would you stay aloof if Mars were selected as the perfect site for a chemical waste dump? ...... I agree with Katz that the description of this value remains unclear, but, at least for me, it exists without a necessary reference to 'peak experience', 'communion', telos or whatever ......
Ron: What you say here reminds me of something that crossed my mind when reading the Dutch philosopher Achterberg (1986). Drawing his primary inspiration from Leopold, Achterberg sets out to vest intrinsic value at the level of individual beings (based on their telos) as well as ecosystems. Concerning the latter, Achterberg runs into the problems we discussed earlier and gets thoroughly stuck in his rationalisations. During this process, however, you get the impression that Achterberg in fact 'sees' something more basic, that looks like what you just said ..... An attitude of moral respect for co-Createdness ..... As the motto of his final chapter, Achterberg has taken a quotation of Midgley (1979):

"Our dignity arises within nature, not against it."

This image stuck with me, as it had obviously done with Achterberg himself ..... The image of dignity arising ..... Now, life may have arisen out of dead matter, and conscious life may have arisen out of unconscious life; these events have been evolutionary quality switches - things that arose out of 'nothing'. But does that hold for dignity too? Can dignity arise out of something that has no dignity of its own? This, I feel, is what we reject. If we assume ourselves to be intrinsically valuable, so is the universe, and with it nature around us ..... 

Ann: Yes ..... This may be what people acknowledge ..... 

Ron: I'm glad we've concentrated on this matter for a while, because it may help us in our discussion concerning the health of ecosystems. 

Ann: ..... Oh yes, I almost forgot that! Where were we? I invited you to disgress on the intrinsic value problem ..... 

Ron: And I led us back to our own health-of-ecosystems problem. 

Ann: Yes, I see. But you're not going to suggest, I hope, that we should forget about the scientific criticism of ecosystem telos, and stick to intuition only? 

Ron: Don't worry. Remember my proposal to pay due respect to mainstream ecology and yet define an ecosystem level notion of health in a way that people acknowledge it to exist. What we should do, I think, is to define a weak version of the health concept that can be applied to ecosystems. That version should keep up the core meaning of 'health', i.e. wholeness and development according to intrinsic design, but it should assume goal-orientedness only at the level of plants and animals. 

Ann: Go ahead. 

Ron: In terms of the concept of wholeness, one can distinguish three types of systems. The first type comprises the really goal-oriented systems, roughly, the individual organisms. For these, wholeness may be safely translated into the real, 'strong' notion of health. A second type comprises systems designed from outside, like a car, for
instance. Although Kass (1981) finds no fault in speaking of the health of a Volkswagen, Volkswagen wholeness is better expressed by non-hermeneutic terms such as 'well-working' or 'completeness'. Ecosystems are yet another type of system. They develop from within, but through the goal-oriented strategies of their parts. For these, we can reserve the term integrity, denoting something that should be less than real health but more than simple, quantitative completeness.

Ann: OK. But what does this ecosystem integrity amount to, in the concrete, operational terms we need in environmental science?

Ron: It’s coming ….. First, we define a few auxiliary concepts ….. The first of them is place. What I will call a place is a piece of the earth’s surface defined by virtually unchanging natural characteristics, such as climate, lithography, slope, elevation and things like that. Combinations of these define, for instance, a high and steep Alpine slope, a Sahalian floodplain depression or a sub-arctic shallow lake. By making our judgement of integrity dependent on these basic abiotic properties of a place, we are able to acknowledge that a tropical shallow lake should be different from one in Iceland, but we leave open in which way it should be different …..

Ann: And now, on a place-by-place basis, you describe some system state of greatest integrity, for instance, the natural climax state with the greatest stability?

Ron: That is the very thing we should avoid. Relying on 'climax' and 'stability' means trying to ground ecosystem integrity in system characteristics which are only by-products of the actions of the entities that cause the system to develop. Moreover, it’s too external; health is not that you’re adult, or that you don’t change… Instead, I first define the concept of "species belonging to the place". By this I don’t refer to the set of species that are present at a certain time, but to all species that could fit into the place, at one time or another. These include the pioneer species, the climax species, the large predators that are only walking through from time to time, the migratory birds that are there only a few weeks a year and only at one stage of ecosystem succession, and so on.

Ann: These species, you could say, form the virtual community of a place ….. Some species are actually there, some are ‘waiting’ for winter, some are ‘waiting’ for the next stage of succession, and some have already been there and are ‘waiting’ for an event that will bring the ecosystem back to a pioneer state …..

Ron: It’s like that. Although you’ve wording it a bit dangerously. The species do not 'form' a 'community', they are simply a set.

Ann: OK. Where does this bring us?
Ron: To our next concept. I define the Implicate Ecosystem Order of a place, being the ecosystem order arising out of the interaction between the place and the species that belong to it. I call this order implicate because, although you can measure outward ecosystem expressions in the form of ecosystem level properties, you can only assess these properties as valuable in terms of ecosystem integrity insofar as they are created by the 'hidden' goal-orientedness of species. These species include those that have been there - creating, for instance, the organic soil matter for other species to live on - as well as the species that are still waiting to enter - for instance, the parasite that will attack the climax forest, eventually causing it to rot and go up in flames ……

Ann: Well, I must say that this idea does seem to comply with what you promised to propose …… It seems somehow operationalizable too ……. And it's interestingly different from 'stability' and 'homeostasis', two concepts we found earlier to be too 'external' to serve as health-related principles ……. Still, something seems wrong ……. It seems there's hardly any ecosystem state you could classify as being of low integrity ……. The whole forest may go up in flames! What about the Amazon forest fires, one of the world's most shocking environmental problems?

Ron: This case, and many others, hinges around the question whether or not humans are included as a species 'belonging to a place'. Humans acidify and burn forests, they drain swamps and spray pesticides. This certainly is in accordance with human goal-orientedness ……. The problem is: if you exclude man from the 'species belonging', nothing but the pristine wilderness has any integrity, and all our own Dutch ecosystems would simply disappear from the picture. On the other hand, if you include man, everything is permitted in terms of ecosystem integrity ……

Ann: Of course, you solved this problem too ……. But can you first define what ecosystem integrity actually is?

Ron: That's easy now. Ecosystem integrity consists of ecosystem patterns, processes and development being in accordance with the Implicate Ecosystem Order, in which the relevant terms have already been defined.

But the position of humans was indeed another brain-racker! In the end, though, the answer turned out to be fairly simple. Since you can't blame humans for being here on earth, it's nonsense to exclude humans from the sets of species belonging to places on this planet. Therefore, the question itself should be reframed. The question is not whether humans should be included or excluded in the integrity-of-ecosystems definition, but in what way and to what degree they should be. Then you can say humans should be included insofar as they behave just like any other species. Many large mammals, for instance, make paths; beavers make small dams; gregarious species eutrophy the surroundings of their nesting places ……. If people do these types of things in the same way and to the same degree that other species do, they're contributing to ecosystem integrity instead of diminishing it. Generally speaking, you
could say that **integrity-enhancing human action is action that responds to a place without dominating it.**

I may add to this definition that I was not only happy I found it because of its more or less technical value in the integrity-of-ecosystems assessment, but also for deeper and more general reasons. It points to an ethical position for man that is neither anthropocentrically self-righteous, nor eocentrically self-rejecting, but a challenge to act in an appropriate way. Moreover, at its down-to-earth level of human action, it has the non-dualistic touch ..... Listen, for instance, to Berman (1981):

"The view of nature which predominated in the West down to the eve of the Scientific Revolution was that of an enchanted world. (.....) The cosmos, then, was a place of belonging. (.....) This type of consciousness (.....) bespeaks a psychic wholeness that has long since passed from the scene."

Notice how beautifully this human sense of belonging and human wholeness merges with our normative principle of human belonging and ecosystem wholeness ..... Returning to our business of practical assessment, it'll be clear that according to our definition most current human activity actually decreases ecosystem integrity. Many human actions, for instance, are not responding to places anymore; they are generated by interhuman considerations only. Other human actions completely dominate places. And most do both. A narrow path that winds its way across the drier places in a swampy delta is responsive and non-dominating. But a 12-lane highway cutting across everything in a straight line is dominating and non-responsive, and therefore contrary to the implicate ecosystem order, and diminishes ecosystem integrity.

**Ann:** You leave a lot of room for intermediate positions here ..... But again, the principle seems quite operationalizable.

**Ron:** Sure! Look at this Ecosystem Integrity Assessment System Chart I drafted!

**Ann:** Oh, no! Don't do this to me! We'll end up tiring ourselves and disagreeing over technicalities!

**Ron:** Mm. You may be right. How then should we finish this dialogue then?

**Ann:** I think we should just try to get a more general 'feel' of what we discovered. And only throw in Draft Charts when things have ripened a bit.

**Ron:** OK.

**Ann:** Let's focus for a while on a difficult case I discussed some time ago with an ecologist at the environmental biology department. It concerned the duckweed problem in our polder ditches. As you know, the eutrophication of the polder landscape is considered quite a problem in terms of the natural values of that landscape. One of the impacts of eutrophication is that nowadays duckweed covers the polder ditches in
uninterrupted blankets for miles on end. These 'duckweed ditches' have a low species diversity and may be regarded as a problem for this reason only, but what I was trying to defend against the ecologist was an intuition, a gut feeling that the hypertrophic ditch ecosystem should be judged negatively at the ecosystem level too, that is, irrespective of species diversity. "Why?" was the persistent answer. "What's wrong at the ecosystem level? The hypertrophic ecosystem functions, doesn't it? It's stable, it has trophic and saprobic processes in a homeostatic equilibrium, and so on. And hypertrophic systems occur under natural circumstances too! Let's be consistent! And remember, the ditches are man-made ecosystems anyway!" ...... This time, I didn't have much to say; the only thing I could do was try to look very intelligent and secretly stick to my gut feeling ...... Now, let's put the new Integrity notion to the test and see if it can handle the ecologist's arguments ...... What would you do in this case?

Ron: Well, the first thing we'd have to do is define what is actually the 'place' we're talking about. Being man-made, the ditches don't fit our definition of something defined by 'virtually unchanging natural characteristics'.

We should seek 'the place' in the wider context, for instance, the delta we live in. Then, the ditches should be termed 'very shallow and confined aquatic ecosystems in the Dutch delta'. This in its turn defines the set of species belonging to the place. The duckweed certainly belongs to this set, and humans do (insofar as they 'behave as just another species'), together with many, many others. This way, we'll discover that the implicate ecosystem order of the ditches at the delta level does comprise hypertrophic ditches, for instance, close to a heron colony or a small human settlement. But hypertrophic ditches for miles on end certainly indicate a low ecosystem integrity ......

Ann: In the general terms we're employing here, our integrity notion seems to live up to expectation. It may not be very sharp yet, but you do get hold of the core arguments.

Ron: May I put in one last remark? During my attempt to draft the more formalized Integrity Assessment System - no, I won't bother you with it now - it struck me how different it is from other ecosystem level assessment ideas. For instance, our concept does not coincide with species diversity, stability, climax or connectivity (Kwa and Ringelberg, 1984). Neither does it coincide with the trophic-versus-saprobic equilibrium used in biological water assessment to indicate 'biologically healthy' water ecosystems (Hovenkamp-Obbema et al., 1982). Nor is it associated with the criterion of ecosystem process intensity, favoured by the Odum school (Gilliland & Risser, 1979).

Ann: Will you permit one last remark from my side too? We started our exploration of health and integrity as an example of how it might be fruitful for environmental science to 'go deep'. What we've come up with now, though, is certainly deeper than the normal environmental science business, but not very deep. Not as deep as Deep Ecology ......
Ron: Yes, that’s right. We started on that course, I think, when it turned out that we had to make a weak version of the health concept, if we wanted to apply it to ecosystems. Yet there are some relatively deep elements left. Defining 'the place' for instance, and the species that belong to it, cannot do without a more-than-outside knowledge. And what are 'humans behaving as just another species, responding to a place'? These things are certainly operationalizable, but you won’t be able to do it using shallowly quantifying criteria . . .

Ann: This seems to round off our explorations . . . . The proper moment to stop.
World views are the fundamental images of ourselves, of nature and of our relationship with nature. They co-determine why an environmental phenomenon becomes conceptualized as an environmental problem and what responses seem warranted. Partnership with nature is one of these world views, especially important because it is a strong generator of practical ethics. Setting relations among people and between people and nature in a single ideal of communicative response, partnership ethics are different in many ways from the ethics of rights, obligations, stewardship and intrinsic value on the one hand, and from 'Deep Ecology' metaphysics on the other.

Based on sources in philosophy, environmental practice, field biology, feminism and religion, a partnership view will be articulated in this chapter, going interpretative and narrative ways where respect for sources or the conveyance of meaning requires a diversion from discursive language.
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8.1 Introduction

A world view is the image we hold about the fundamental structure of the world (human, natural and transcendent) and how we relate to it. Acting as the hidden grid that shapes our interpretations of the multitude of 'outside things' into a meaningful pattern, a world view also lends a basic consistency to our acts and self-accounts.

World views are reproduced and developed in a constant intertrade between people and the cultures that surround them (Korthals, 1978), in much the same way that people shape social structures and are shaped by them (Giddens, 1986). Thus, if observed at the collective level only, world views (culture) and social structure appear to reproduce and develop themselves.

Following the diagnosis of Durkheim (1987), Laing (1960), Marcuse (1964), Van den Berg (1986), Berman (1981) and many other authors of sociological, philosophical and psychiatric origin, the world view transmitted by modern western culture is that of a world stripped of meaning. The resulting pattern of personal futility and alienation underlies the massive pathologies of western society, from teenage suicide rates to the wrecking of the planet. Without necessarily subscribing to these authors' pessimism, it may be clear that world views are not a 'philosophers' subject' for the sake of philosophers only.

In the Problem-in-Context framework (e.g. Figure 3J), world views have their place in the normative context of the environmental problem; moreover, they are part of the social causes of the environmental problem. In their first position, world views underlie the 'policy paradigms' of the normative observer, co-determining what comes to be seen as environmental problems and their appropriate solutions. In relation to this position, 'world view research' is truly normative, i.e. concerned with the question how we and other people, as normative observers, should see, evaluate and act, essentially irrespective of how we and others normally do so. In their second position, people's world views become the empirical objects of social science disciplines. It is in connection with this second position that discussions arise about the fact that people are often 'inconsistent', showing discrepancies between what would seem logical in terms of their world view priorities, and what they are actually seen to be doing (e.g. Hill, 1981). Below, this issue will be explored further.

As elaborated in Chapter 5, human action may be explained in two contrasting ways, which we may call 'shallow' and the 'deep', roughly coinciding with cognitive social psychology and the more interpretative approaches to understanding human action, respectively. Both approaches spring from a common source, namely, a focus on consciousness and active choices, and a basic assumption that if you want to explain people, you have to put yourself in their place (Freedman et al., p. 427). The shallow approach then diverges by largely switching over to the 'etic' research mode (Chapter 3) and concentrating on easily measurable, disparate outside phenomena. In the field, measurements typically take place by having respondents answer large numbers of
little questions in a quantifying questionnaire. The same approach also leads to the well-known laboratory experiments in which people are asked to perform very specific tasks, away from the setting of daily life. The 'deep' approach is the perfect contrast in all respects, e.g. in its attempt to unveil the actor's self-perception as a whole person in the course of unstructured interviews that hinge around a few questions only, its qualitative mode of analysis, its rejection of the 'perverting' laboratory situation, and so on.

The two approaches agree that people often show inconsistencies between what they should 'logically' do and what they are actually doing. When an actor is engaged (for whatever reason) in behaviour not consistent with his attitudes, social psychology assumes that either 'cognitive dissonance' arises and the actor starts adapting the attitudes, especially when the behaviour cannot be reasoned away as incidental or forced (Eiser, 1986), or that the actor is essentially irrational (ignoring, concocting stories, schizophrenic etc.). The 'deep' analysis, on the other hand, is not interested in people's shallow repair moves, but rather in the 'irrational' inconsistency itself, because the analyst assumes that rationality (wholeness) does exist, but at a deeper level. This is the same position we take in daily life when we say: "You would understand if you really knew him". Thus, the explanation of the superficially 'inconsistent' (in a text, a person or whatever), through the construction of a deeper truth, becomes part of the hermeneutic method itself (Chapter 7). As an example, we may take a famous case of 'inconsistency', reported by Passmore (1974):

"Consider the case of Emerson336. 'In the woods', Emerson tells us, 'we return to reason and faith'. 'There', Emerson continues, 'I feel that nothing can befall me in life, - no disgrace, no calamity ..... which nature cannot repair; ..... the currents of the Universal Being circulate through me; I am part and parcel of God'. Yet, Emerson was indulgent towards the plunderers of the American countryside then making their way to the American West."

The logic underlying this 'inconsistency' is explained by Passmore as follows:

"'The recuperative powers of Nature' were, in Emerson's eyes, a sufficient guarantee that the self-reliance he admired would not issue in final devastation. A nature which can heal men can surely heal itself; a nature that is divine men cannot destroy."

An image of nature strikingly the same and yet very different, even in its resulting 'inconsistency', is described by Van Beek (1989). It concerns the present-day Dogon, an agricultural people living in the drylands of West Africa. Dogon villages are surrounded by cultivated fields, but the major opposition in Dogon culture is between the human sphere (the village) and wild nature (the bush), which is used for hunting, firewood, fruits, medicine and many other things. In Dogon culture,

"the notion of bush bears a very complex set of connotations. On the one hand, the bush is dangerous: no one will ever venture to sleep out in the bush (......). The nomadic Fulani, who do sleep out in the bush, are therefore not considered fully human (......). Bush spirits may attack people or exchange body parts with

336 A 19th-century American poet.
them (.....). On the other hand, from the bush stems all wisdom, knowledge, power and life. The bush is the *fons et origo* of all that makes life possible. For example, all animals of the bush know the future (.....). The main rituals procreating life and regulating death originated, according to the founding myths, with the spirits of the bush and animals (.....).

Everything in the bush - trees, rocks, sanddunes - moves and changes, in any season. Only the village stays put, as the only fixed point in Dogon ethnography (.....). At the same time, however, the village represents stagnation, the place where the forces of the bush wither away, are used up, worn out (.....). The Dogon view themselves as being at the bottom of their environment, at the end of an entropic system running downward without reversal. They may transform parts of it, and in so doing enhance their chances for survival and wealth, but in changing it from things of the bush to things of men, the truly fertile, life-giving aspects are lost."

The Dogon have an intimate knowledge of nature and treat it with respect, spiritually as well physically, e.g. by wood-cutting regulations and economical resource use. They are also well aware that the environment is degrading; good firewood areas, for instance, are farther and farther away and the groundwater table is falling. Yet, the idea of *replenishing* nature is incompatible with what nature is; you cannot 'help' life-giving forces by 'giving' them entropy, stagnation, dissipation; to try to manage the bush, i.e. to draw it into the human sphere, would be fundamentally harmful.

With respect to the possibilities of changing people’s actions into more environmentally friendly directions, social psychology and the 'deep' approach differ markedly. From the social-psychological approach follows a prescription for change composed of (1) direct actions (essentially: 'marketing' the environment) and (2) indirect tactics, that one way or another amount to influencing attitudes by means of influencing behaviour (Geller, 1989).

From the 'deep' approach follows a longer-term strategy of participation in the 'cultural intertrade' between people and society. Elements of this strategy are, for instance, (1) the articulation, criticism and communication of inspired world views and (2) the indirect way, building (and refraining from suppressing) love and respect for nature in education (Huitzing, 1989).

Hence, the question may be put: can the shallow approach alone do the job of influencing people’s views on the environment to a degree sufficient for future environmental policies? With Zweers (1990), I do not think it can, for the simple reason that future policies will have to cut deep - much deeper, for instance, than the proposal for a levy of four dollar cents on gasoline, recently voted down by Dutch parliament. Physical-science modelling of environmental problems has served us well, but the addition of more physical-science certainty is having a decreasing pay-off. Stand-alone technical solutions are now spending the momentum of their first trajectory of cost-effectiveness. Yet, the real battle for a sustainable future and the survival of nature has hardly begun. 'World view work' is one of the pivots of the future.
8.2 Four Views Of The Relationship Between Man And Nature

The discussion, articulation and arrangement of world views is an Anglo-saxon philosophical tradition (White, 1967; Passmore, 1974; Barbour, 1980; Rodman, 1983), carried on by Dutch philosophers in recent years (Zweers, 1990; Kockelkoren, 1990). Interestingly in the Netherlands, world views function as a common ground of philosophy and environmental science; authors from the latter field do not only apply the philosopher's products, but also contribute to them (Stortenbeker, 1987; De Groot, 1988; De Vries, 1989; Opschoor, 1989). Interestingly too in the Dutch cluster, all classifications include a partnership view, contrary to all others.

Underneath, I classify world views into four basic types, as in the first formulation of De Groot (1987b). Roughly, the partition into four is a collapse of the six in Zweers (1990) and equal to the three of Barbour (1980), with partnership added.

As already indicated in Chapter 4, 'nature' throughout the present chapter will mean all entities, systems and processes in the physical environment, largely self-ordered in their significant aspects. In this definition, what is 'significant' depends on the world view. The definition leaves room for many interpretations of nature (say, mechanistic or organistic, static or dynamic), and I let these views follow from the views concerning our relation with nature. Individual animals are significant in the partnership perspective, for instance; in Gaia philosophy, they are not. The partnership world view emphasises nature in its concrete manifestations, the 'natura naturata' you can be with; the 'participant' world view emphasizes nature in its all-encompassing systemness, the 'natura naturans' you can be in. I return to this at the end of the section.

It may be noted here that the definition of nature in the present chapter includes much more than wilderness. This is especially relevant with respect to the difference between the partnership world view and U.S.-inspired outlooks. In the States, there may not be much to be found between the large-scale maizefield and the wilderness; in Europe, there is hardly anything else. Culturally as well, the States may still find itself in the aftermath of the Frontier phenomenon, the sharp edge between virgin and 'spoilt' nature; in Europe, the frontier has long been 'internalized' in the interactive (people-and-nature) landscape. Environmental philosophy, if it aims at a more universal appeal than at present, should develop some 'interactive ethic' besides the largely American, wilderness-centred views.

The concept of 'Man', as the counter-concept of nature defined above, here includes the human body. Yet, the concept still denotes the abstract, philosophical singular. Saying 'man' instead of 'humans' or 'people' I have at this point ignored the rules of non-sexist language. 'Man the Technocrat' does not mean 'technocratic people'.
Man as Master and Possessor of nature is the present-day dominant world view, about which so much has been written by now that I will largely confine myself to an interpretation of its historical roots. As pointed out by Van Arkel (1974), the rise of the Western world view and the expansion of its accompanying technological-scientific machinery may be described as the two-step alchemy of an explosive mixture, composed of Greek rationalism and Judeo-Christian voluntarism. Drawing also from Passmore (1974), Berman (1983) and Kockelkoren (1990), the story may be told as follows.

In the Jewish world view, seeking to keep up its identity against the surrounding animistic religions, God was not to be found in nature, but in history, i.e. His acts with His people. Nature was the field of man's labour, set in an eschatological perspective. Man's task to rule and labour the earth was kept in check, however, by a general undercurrent notion of kinship of man and nature, both God's creation, and both involved in God's plan of redemption. Moreover, as Barr (1972) points out, the Jews were remarkably un-interested in technology, compared to their neighbours; God is neither to be found, nor does He rejoice, in pyramids, statues or other big works.

In the Greek tradition, the gods once inhabited every stream and forest. Later, however - and this was the Greek 'thought revolution' - the gods were banned to the Olympic heights and replaced by the immutable Ideas, logos, to which man has access through his ratio. Labour and experiment only distract from contemplation and speculation; labour is for the slaves. Since rational consciousness is the core of being human, man is elevated far above the inanimate world. In Stoic logic, it was 'proven' that the plants were there for the animals, and the animals for man. Still, an undercurrent persisted, as undercurrents usually do, of the old enchanted world.

Jesus was firmly in the Jewish tradition; Paul, undisturbed by having known Jesus face-to-face, who created Christian faith as a blend of the two mainstreams: Judaic voluntarism and Stoic rationalism, including the unrestrained hierarchy of God, man, nature.

Thus arose the 'Medieval picture', particularly interesting because of its technological consequences. In Greek thought, technology had been there for man's comfort and delight. Now, nature was there to let it do the work for you, in an unrestrained (the Stoic contribution) urge (the Judaic contribution) to fulfil man's destiny in God's plan, i.e. a technology to apply in order to save time. Separated from this remained the Greek speculative tradition, fiercely defended by the universities, growing into the dead mass of Scholasticism under which Descartes would later be almost buried. And lastly, the medieval world contained a wealth of strong undercurrents, drawing from Jewish and Greek undercurrent stocks, a world we will meet repeatedly in later pages of this chapter, with a cosmos still enchanted, a world of kinship with God and nature, of voluntary austerity and resistance against technology as an infringement upon the works of God.

337 From Descartes, 'Discours de la Méthode'.
From the sixteenth century onwards, matters began to shift. Technology developed to include the management of money (early capitalism) and people (early industrialization). The rising class of entrepreneurs and engineers made its way into the universities and there started the construction of the 'scientific machine', blending the powers of rationalistic mathematics with the craftman's method: the experiment, i.e. to do something to nature and then see how it works. At the world view level, the new spirit welded the Stoic right of man to dominate everything else to the voluntaristic duty to actually do so.

This process took time and remained full of undercurrent hesitations and internal inconsistencies. It was Descartes who finally did away with all hesitations and brought the ingredients so close together that they fused, unleashing the scientific-technological complex that would sweep everything before it.

The crucial question before environmental science is, of course, how Man as Master and Possessor of nature may be able to control the scientific-technological complex he has set in motion. Most scientific authors, and almost all official policy documents, are essentially optimistic in this respect. This is logical, because most opinions, by definition, are mainstream opinions, and it is hard to be officially pessimistic about the world view you live by.

Following the classification of De Vries (1989), mainstream opinions may be grouped into three variants of the Man as Master and Possessor world view. I summarize them here because they are of use later in this chapter.

- **Man the Technocrat-Adventurer** is the image that the present crisis is just one stage in the human adventure that is essentially boundless. Technological innovation is the key to solutions, as it has always been in human history. The scientific-technological complex is the cause of the ecological crisis and will likewise create the solutions; continued economic growth will provide us with the means.

- **Man the Manager-Engineer** is essentially no less optimistic about the self-healing capacity of the scientific-technological complex, but this potential has to be woken up and implemented by the natural guardian of system rationality, the state. World models and energy analysis will show how the finite earth will have to be managed. Resource accounting and impact assessment will link this to the economic and decision-making subsystems. Levies and regulations will dampen economic growth, but ensure its continuance.

- **Man the Caretaker** is a less self-assured figure than the previous two. The earth is viewed not as some spaceship in need of management, but as a subtle system that should be handled with care. Typical for this world view is that a certain ambiguity seems to creep in, a certain hesitation within the Master and Possessor image that is still adhered to. I have tried to express this in the term "care", that applies not only to purely functional objects that should not be tossed around too lightheartedly, but also to things and people 'in our care'. In the 17th century, Chief Justice Sir Matthew Hale\[334\] wrote:

---

334 Quoted in Passmore (1974).
"The end of man's creation was that he should be viceroy of the great God of heaven and earth in this inferior world; his steward, his manager, bailiff or farmer of this goodly farm of the lower world (....), invested with power, authority, right, dominion, trust and care, to correct and abridge the excesses and cruelties of the fiercer animals, to give protection and defense to the tame and useful (....), to preserve the face of the earth in beauty, usefulness and fruitfulness."

We are lucky that the judge used so many words; they have allowed ambiguity to find a little niche in the firm proclamation. Man is Master and Possessor, but also invested with (ambiguous) "care", for something which has an (ambiguous) "face", "beauty" besides usefulness. The earth is not only a resource system, but also Garden Earth. A garden is something you are completely master and proprietor of, but that also needs 'input' from non-human life to be maintained. Somehow, you cannot really, completely possess it. Man the Caretaker is Man the Master and Possessor, but touched by a notion that something, something meaningful, is out there, in nature.

Our little exploration of world view variants has served to illustrate the basically optimistic responses to the question if Man the Master and Possessor may be able to control the scientific-technological complex he once set in motion. In order to arrive at the other world views in a balanced frame of mind, it is proper to review some of the pessimistic responses.

For many authors it is obvious that Man the Master and Possessor cannot control his own tool. The scientific-technological complex is in fact not his tool at all, not something he has set in motion and may therefore redirect or stop. The one did not create the other; they were created together, as two sides of the same coin, out of the "generalized deadness" of meaningless nature and the body machine. In the previous section, we have already touched upon the pathologies of meaninglessness. Another common element of many 'culture analyses' is that at heart, Man the Master is not the possessor, but himself possessed. Without meaning anywhere to be found, man is desperately trying to create it, in the compulsory accumulation and consumption of the only thing his 'tool' can create: economic goods.

Everything springs from the same source: the perversion of medicine by man obsessed by death, disease and 'fitness' (Kass, 1981), the perversion of biology by man obsessed by his ability to dissect (Van den Berg, 1963), the perversion of good life by man obsessed by life as a quantifiable thing (Aristotle), the perversion of enjoyment by man obsessed by scarcity (Achterhuis, 1990). The scientific-technological complex, therefore, is a driven, scientific-technological-economic system. And the Master and Possessor is not at the steering wheel. He is the engine.

To a large extent, I share this pessimism. It serves as a necessary antidote to lighthearted excursions with Man the manager and caretaker. On the other hand, I do not regard this pessimism as decisive. The world, after all, is not lived in by abstract

---

339 I take the term from De Vries (1989), but disconnect it from the stewardship terminology, for reasons to be put forward later.

Man, but by concrete people. People are capable of a lot of things that Man is not. For once, people can be hopelessly 'inconsistent'. They can keep up the ability to love against all world view odds; they can creep out from under the dead weight of Cartesianism; they can stand up against their parents or find new purpose in old age; for better or for worse, they are miracles one by one.

Hope, therefore, lies not in the capacity of undercurrent thought to provoke heteronomous mass conversions from one world view to another. Hope lies in the power of undercurrent world views to touch mainstream people in their autonomy. With this in mind, we now turn to these modern undercurrents.

(2) Man as nature's Guardian

By 'taking care' of something or somebody one usually refers to a relatively light and 'external' task. By the term 'Guardian' I intend to express an assignment of greater weight, involving more of the whole person. The Guardian world view is also the first one in which nature 'rises up' as having a real value, a sake and meaning of its own. In other words, nature becomes viewed as more than a resource and more than a garden (in which nature is only valuable if, and in so far as, moulded by man); a characteristic expression is that nature has an integrity, or wholeness, of its own, to be protected and sustained.

In the Old Testament, the value of nature, as any value, is received from God and held by Him. The covenant of the rainbow, for instance, we read three times in a row (Genesis 9:15, 16, 17) is "between Me and every living creature of all flesh that is upon the earth". In fact, the earth had been of value in God's eyes from the very beginning, before man was created. In the fourth verse of the bible, day zero of creation, God saw the light He had made, and "saw that it was good". From there on, the earth and the seas, they were good; then the grass, and herbs; they were good; then the stars, the seasons, the "two great lights", they were good; then "God created the great whales", the fishes and birds, "and he saw it was good. And he blessed them, saying, Be fruitful, and multiply ...."; then the living creatures of the earth, and they were good. I follow the biblical repetition here, in order to show that in this Jewish

---

341 I added the 'three times in a row' to indicate that this is not an example of opportunistic bible quoting. Also, the term 'all flesh' does certainly not implicitly refer to useful animals only, as repeatedly stated in earlier passages, e.g. Gen. 8:17, "... of all flesh, both of fowl, and cattle, and of every creeping thing that creepeth upon the earth". Interpreting the fact that Noah took all species into the ark as an indication of species protection (Callagher, 1988), however, is an example of opportunistic quoting; since the flood destroyed everything that was not in the ark and since the creeping creatures were obviously there at the time of writing, the story could hardly be otherwise. This is not so with the covenant; a covenant with people only is in fact easier to conceive than one with 'all flesh', and it would certainly have been recorded that way if the interpretation of the Old Testament as a simple proclamation that man is the only valuable thing on earth were to be true.
tradition, God is certainly not in nature, but His stamp is irrevocably on every-
thing. In Psalm 104, David rejoices in the glories of God's creation, a creation
in which God provides the water for the beast of the field and the wild ass; the trees
for the wild fowl; the high hills and rocks for wild goats and conies; the seas for cree-
ping things innumerable, both great and small, and for the whale to play (!) therein;
the young lions seek their meat from God, and when the sun rises they lay down in
their dens, so that man may go forth unto his work until the evening. Consequently,
says Isaiah, in God's coming kingdom, the whole of creation shall be redeemed.

This is certainly a 'high' interpretation of the Old Testament; a lower one is in
the footnotes. What is important here, however, and the only thing I maintain at

---

342 It may be noted that I follow the P-story here, not the J-source of Genesis 2. After reading these
two stories over and over, I cannot escape from the impression that the P-story, with its basic simplicity
and mythical, epic repetitiousness, is the only one worthy of being counted as a 'tradition', a world
view engrained in people. The J-story is much more a theological construction, designed for explanatory
purposes, e.g. the position of evil in a monotheistic system and the inferiority of women. Furthermore,
I regard the fact that "God formed man of the dust of the ground, and breathed into his nostrils the
breath of life" (Gen. 2 : 7) as an indication of not fully Jewish, animistic inspiration, and I distrust the
fact that a truly Jewish God can "walk around in the garden in the cool of the day" (Gen. 3 : 8). Apart
from this question of authenticity, I find it unbelievable that the J-story is generally interpreted as
expressing more 'ecological' values than does Genesis 1. True, in the P-story, it reads that on the sixth
day "God created man in His own image; in the image of God he created him; male and female He
created them. And God blessed them, and said unto them: Be fruitful (...) and have dominion over the
(...) earth". People (male and female together and straight from God's hands, not the one as a service
to the other) are added as the crown of creation, something 'better', but with respect to something that
was already intrinsically good. In the J-story, man (male) is created first, then a garden (not with God's
stamp of goodness on it, but "pleasurable to [Adam's] sight"), then the beasts for man's help, then
woman, out of man, against his loneliness. In the meantime, all living creatures have been led before
Adam to be "named", that is, essentially, to get the stamp of their incorporation and subjugation. In
the P-story, the great whale swims free, unnamed, a value in God's eyes. In the J-story, nature is
associated with evil. Eden is a middle-class garden in which a strange, Freudian play is staged of seduc-
tion and sin: God planting the forbidden tree; woman and snake ("subtil", not completely subdued
nature) sucking man down into his Fall.

343 E.g. Isaiah 11 and 65. Reading Isaiah as a whole, one sees that there are in fact two types of
visions to be found there. One type is visible all over the book; Isaiah 34/35 is an example. All enemies
of Israel will be killed and cursed; thorns, nettles and brambles will come up on the cursed land; wild
beasts, owls and vultures will live there. But the land will be made into a garden for Israel; instead of
dragons, there shall be grass; on the holy highway, the unclean shall not pass, nor the lion, nor any
ravenous beast. The other, 'higher' vision is not this vision of revenge but the image of redemption,
associated with the coming of Christ, a man of "no violence, no deceit" (Isaiah 53), sent for all people
(Isaiah 65), "the poor, the meek of the earth" (Isaiah 11). In his kingdom, all creatures are included;
even the serpent is there; they are all gathered in peace (Isaiah 11, 65).

344 The 'high faith' interpretation is a line that includes Genesis 1, the covenant of the rainbow and
Isaiah's farthest, deepest visions. In this line, all people are included. Twice, because the story involves
simply all people around at the time: man (male and female) and Noah's family. The third time,
because the gentiles are actively drawn in. Likewise, the whole of non-human creation is involved,
'under' man but in God like him, without violence, without deceit. A 'lower' line is much more
massively present in the Old Testament. It is as consistent as the other one, but is more an expression
a higher-than-footnote level, is that the 'high' image of God, man and nature has been consistent, persistent and authentic faith.

The Guardian view has a secular version too. In it, the value of nature becomes 'intrinsic', not derived from anything else. Nature's intrinsic value is expressed in countless varieties, in environmental philosophy, literature, in policy documents, in popular books and in the acts of people who make donations to nature protection funds. When people donate to, say, a save-the-whales fund, they do not do so in order to protect the world's fat supply, nor, probably, to maintain some biological equilibrium in the oceans, but basically for the whales themselves.345

In the Guardian world view, the intrinsic value of nature, although recognized in word and action, remains a value, somehow, of low status. I find it hard to formulate what this 'value of low status' is exactly, and therefore start with an illustration.346 In the Netherlands, it is sometimes discussed, also among active nature protectionists, whether the intrinsic value of nature is really "recognized" (that is, found, seen, discovered, uncovered by us in nature) or in fact "ascribed" (that is, given by us to nature).347 Many arguments are put forward against the "ascribing" position. For instance: if you were the last person on earth, that is, the last 'ascriber of value', and you were to know you would die within a few minutes, would you think you had a right to push the button and blow it all up? Or: of course nature does not speak to us in the sense that it tells us exactly what it wants or what we should do; but neither does a new-born baby; do you think parents should, or actually do, ascribe value to a baby, i.e. decide to give it value as if that value were a present?348 Even when these arguments are intellectually acknowledged, the value is still 'ascribed' in the next article written. (Meanwhile, the author stays the same ardent nature protectionist he was before).

345 I do not discuss the philosophically problematic aspects of the intrinsic value concept here. These are real enough, e.g. with respect to traditional ethics (Zweers, 19..) or ecosystems (Chapter 8), but in this chapter, it suffices that the world view exists.

346 Rolston (1988: 115) calls the 'intrinsic value of low status': 'truncated intrinsic value'. See his Chapters 1 (e.g. p. 32) and 3 for a philosophical treatment of the matter.


348 The two arguments are found, for instance, in Norton (1991).
Somewhere in the Guardianship world view, Descartes’ spirit still roams. There is intrinsic value in nature, but a sense of hierarchy is present at the same time. As a result, nature is not really, spiritually alive. It is as if nature is born, but still lies there, passively, sleeping, in many respects still a thing.

The same idea of hierarchy is present in the Old Testament interpretation. Nature is intrinsically good, but Man is 'better', a more intimate expression of God. I have tried to express this in the term 'Guardian of nature'. If you are somebody’s guardian, that somebody has his own value, his own autonomy and right to be protected and sustained, and yet, you are his guardian precisely because you are somehow 'better', e.g. wiser, more adult.

Thus, the difference between the Caretaker and the Guardian world views may seem slight, maybe too slight to distinguish them as separate world views. This is true in some respects, in which the two world views are only like two positions on a single scale. One of these is what I have tried to formulate as the status of the intrinsic value of nature. On the other hand, some elements show a more qualitative difference. One of these is the conceptualisation of nature as primarily something to be gardened (Genesis 2) versus nature as something to be protected and admired also in its wildness (Genesis 1). A reason to accept relatively fine distinctions here is that the Caretaker and the Guardian are a 'middle field' sociologically. From Caretaker to Guardian may not be a radical step, but it is the step of many people.

As pointed out by Passmore (1974), there has been an unresolved discussion throughout Western civilisation as to whether nature (or: the Universe, or: creation) is perfect in itself, or may be perfected by Man. These two positions are akin to two 'world view variants' within the Guardian perspective. The one, in which nature is viewed as essentially perfect, emphazises nature’s beauty, vulnerability and intricate 'systemness'. The other is more voluntaristic in its articulations, using, in the Netherlands, terms like 'nature development' and dynamic 'process management' (as opposed to the static 'pattern management' of nature reserves). These two are relatively weak, intertwined positions within the Guardianship perspective, which retains its overall character of detachedness from nature, as a remainder of Cartesian alienation. This changes fundamentally when we make the step to the partnership world view.

(3) Partnership with Nature

In the Partnership view, nature truly 'awakes', as it were, and rises to stand side by side with us, also at the level of our spirituality and love. Hence the capital N in the world view’s title, expressing that nature here is not a passive 'not-us', an otherness below us, but an Other, a You, whom I may know, and work together with, and love, in closeness and yet non-dominance.

340 ‘Stewardship’ could be the umbrella term if one does not wish to make the Caretaker/Guardian distinction. A disadvantage of the term is that it is too farm-like and management-like to really encompass the nature-as-wildness notion.
True partnerships (of any sort) cover the full range of levels between the purely spiritual union and the pure profanity of, say, doing the dishes together. At all levels, relations remain primarily horizontal, however. Every partnership of course does have a higher system level; partnerships have histories and other characteristics that the separate partners have not. Partners remain largely autonomous, however, with respect to each other and the higher system characteristics. Thus, the vertical relations characteristic of both the Master And Possessor world view (Man standing in domination) and the Participation world view (Man standing in reverence) are de-emphasized in the Partnership image.

A characteristic formulation is found in Ebenreck (1983), an article I will extensively return to later, quoting a twenty-six-year old Nebraska farmer, saying:

When you are growing food in that ground ..... the way you feel good about this work, that's the ..... partnership between you and the land."

and, in the exultant moment after the harvest:

"We did it, the land and I, we did it!"

Ingredients of the partnership world view are often voiced in a context of articulations and discussions in which partnership does not play an explicit role. Hofstra (1945), for instance, speaking largely from the Guardianship view, also speaks about kinship with all life and about St. Francis, "who transferred his love of God to all creatures, to animals and plants, to stars, sun and moon, which he all called his brothers and sisters and which he all encompassed with equal love". You cannot think of yourself in a guardianship relation to the sun; 'kinship' and St. Francis are partnership flashes in Hofstra's very Dutch, un-exalted account. Analogously, but concerning Partnership's other neighbour, in the Participant world view, one finds that harmony with the land is like harmony "with a friend" (Leopold, 1968), a typically partnership term. In Rolston (1986: 59) we find that

"Kept in its environmental context, our humanity is not absolutely "in" us, but is rather "in" our world dialogue. Our integrity rises from transaction with our opponent-partner and therefore requires a corresponding integrity."

Also, the widespread notion of the "moral community" of man and nature (e.g. Achtenberg, 1986) is a Partnership-like ingredient in many articulations which lie primarily in the Participation-in-nature realm. Another example is Reed (1989), identifying the deepest aspect of nature as the mysterious Thou, the Holy in its manifest glory, in which we may, at some moments, spiritually participate. Yet throughout Reed's article, we also find a notion of Thou's, a plural in fact more consistent with the partnership image; also, I and Thou are described as entities that may meet, which is a relational notion much more easily associated with partnership than with participation.

These 'Partnership flashes' within Guardianship and Participation articulations indicate that Partnership is different from the other two, but at the same time not alien. Section 8.4 and later sections, in which I try to further elaborate and explore the Partnership view, therefore contain not only elements from writings explicitly distinguishing a Partnership view, but also what I see as 'partnership elements' of
authors defining themselves primarily using different terms (e.g. participation, deep ecology, 'green reason').

(4) Participation in Nature

In the previous world view, nature is conceptualized as the otherness one is with, in a process of mutual enfolding. In the Participation world view, nature takes on more characteristics of the otherness one is in. Nature is an unfolding 'universe of meaning', as Zweers (1989) puts it, in which man participates, separated and yet communicating through his consciousness. In the Participant world view, being part of nature, not only biologically but up to the spiritual level, becomes co-constitutive for being human.

Below, I quote from one of the non-discursive writings, "Lake Solitude: The Individual in Wildness" of this world view's outstanding author, Holmes (1988):

"Does not my skin resemble this lake surface? Neither lake nor self has independent being: both exist in dynamic interpenetration across a surface designed for passage and exchange, as well as for delimitation and individuation. (...) I think, animated by the sacrifice of trout that yesterday swam these waters; their vitality was in turn that of the dancing insect the day before. (...) The lake surface has an analog in my skin, but the lake has an "antilog" in my pondering mind. Cogito, ergo sum solus.

Ought I not respect this radical otherness? How obviously independent of the transient and latecoming human presence are these violets and bishop's caps! Tomorrow, unobserved, they will be, in their diminutive way, as lovely as ever. The human presence may be the ultimate reach of nature, but here it is superfluous; therefore let it be gentle. (...) If he rises to his name, Homo sapiens will leave this place unmarred."

Comparing this quotation with that in the previous subsection, differences between the Partners-with-nature and Participant-in-nature world views come to the fore. Relative to each other, Participation is more bent on wilderness and contemplation; Partnership is more an expression of, and conducive to, the 'interactive landscape' experiences of work, play and dialogue.

Similarities, on the other hand, are also present. Compared to the Guardianship world view, both the Partnership and Participation quotations show a more radical, deepened thrust. Partnership and Participation do not function as shallow, 'as-if' metaphors; they are authentic truths. Compared to the 'Oneness with nature' philosophy I will touch upon below, it is important to note two other similarities. First, in both Partnership and Participation, nature remains concrete. It is composed of individual organisms, ecosystems and exchanges between them, involved in the process of evolution. Nature is 'projective', as Rolston puts it, but still it is not a single, all-encompassing Process or Cosmos. Secondly, there is a continuance of the self of both partner and participant. The self does not vanish nor expand to encompass the other
or the Cosmos. With respect to Partnership, we will return to this in Sections 8.5 and 8.6.

Could it be, then, that the Partnership and Participation world views are only two variants of some broader philosophy? This may indeed be the case. Yet, in the rest of this chapter, I will try to articulate and explore the Partnership view more or less in isolation. The major reason for this is that Partnership is different not only in the senses indicated above, but also ethically, in the sense of generating norms for practical action; in partnership, it is not only the well-being of the two partners (man and nature) that is valuable, but also the quality of their relationship itself. Moreover, first articulating the Partnership view in isolation enables us to more easily explore linkages with other ‘thought complexes’ (such as feminism, gift economy, contextual reasoning and Christian faith) than by trying to arrive at some integrated world view from the outset.

From time to time, I will need a ‘polemic anvil’ in order to better hammer out the Partnership view. The Participation view is no candidate to serve in this rough work. It would damage attempts at future integrations and, furthermore, there is not enough intervening space to swing the hammer anyway. The anvil role will therefore be played on the one hand by the ‘ethics of rights and obligations’ (associated with the Master and Possessor and the Guardian world views), and on the other hand by the ‘Oneness with nature’ philosophy.

Finally, I may reiterate a remark often made by philosophers articulating and discussing world views. Such articulations serve many purposes of clarification and motivation. Yet, none of them can claim to be descriptive for what real-world people do or should think. Personal or cultural philosophies may be downright different, as the Dogon case of the introductory section already showed. Secondly, personal philosophies can be blends of elements from more than one articulated ‘thought model’. As an illustration, let me quote from Rolston (1988), who takes up characteristics of the Guardian, Partnership and Participation views in the concluding passage of the ‘Lake Solitude’ article.

"How lovely is this crystal lake beneath Mount Alice! And this aesthetic experience is neither my invention nor simply my discovery; it emerges in relational encounter. With every climb of a peak such as Long's, the self is rallied against its opponent, but on the summit, exhausted, the mountaineer’s primitive emotion is not conquest or estrangement, but embrace and communion. Man is for himself, yet not by himself. (...) Before this lake country, there is both loneliness and complementarity. Never is the individual in wildness more responsible than in his gratitude.

This is a silent place, but it is a poignant silence. Unawares, my soliloquy has become a dialogue - as though there were a veiled presence. Could there be some symmetries in these solitudes I sense? As I, guardian of its integrity, lay upon this refuge a gentle solitude that it may be secure and whole, can it be that there is laid upon me, in turn, a loneness requisite for my integrity too, and that it is, like my recession before these dippers and gentians, the gift of love?"
Some related issues: Oneness with nature; models of nature; models of action

If you were Dutch, and if you had learned how to skate as a little boy or girl - with all the familiar people around you looking so strangely different on the ice, your father clumsy, the nextdoor neighbour whizzing by at an incredible speed - if you were Dutch, and it was a good, real winter, you could take a day off and skate away, past the suburban houses, past the farms along the canal, and out onto the frozen lowland lakes, in the diffuse winter light, and skate, and get tired, your feet hurting - but if you sit down, the cold will close in - so skate, go on, until it is only your body that is skating. Then you may see the geese. You may see them, flying, a long-drawn V, silent, far away, against the grey winter sky, heading out. This is the moment, not sought but given, that there is no more you, only them, flying, heading out, beyond pain.

This is a Dutch, non-wilderness variant of a probably universal experience of personal identity flowing over into nature. In a greatly intensified form, this experience becomes Oneness-with-Nature mysticism, 'Unio Mystica', as Zweers (1989) calls it. In other cases, the experience is worked into the more discursive form of a world view, i.e. a Oneness-with-Nature philosophy. Both are characterized by the conceptualization of nature as an essentially single thing, going under names such as the 'All-One', 'The Divine Process of Living', 'Thou', 'Universal Mind' and so on. With respect to the relationship with that One, identification is the general key concept. In that identification the self is transcended as well as infinitely expanded. If we have not yet reached the identification with "Universal Mind", we read in Bateson (1972), we should decry that "myself is to me still an excessively concrete object". In Devall and Sessions (1985: 239) we read that the "highest level of knowledge" is experienced as the "union that the mind has with the whole of Nature". In the words of Fox (1989), Oneness-with-Nature philosophy is "primarily concerned with the development of a state of wider identification and, hence, with the realization of a more expansive (sense of) Self."

Oneness-with-Nature mysticism and Oneness-with-Nature philosophy will be re-encountered in this chapter (Section 8.6 and 8.5, respectively). In both discussions, critical overtones will predominate, especially with respect to the philosophy. Here, it may suffice to point to the ethical difficulties arising from erasing the boundary between the subject and the "whole of Nature". We have already seen one of these difficulties at work in Emerson's case in Section 8.1. Coolen and Kleis (1981) pose the basic question: if you are fused with the Whole, how can you define a responsibil-

---

350 The term is not in wide use; I have refrained from using the well-known term 'deep ecology' or the technical term 'Ecosophy S' (Cheney, 1989a). 'Deep ecology', roughly, comprises both the Participant and the Oneness-with-Nature philosophies, and in my opinion, we should be careful not to mix these two. Cheney (1987) is an indication; fiercely opposed to Oneness-with-Nature, he puts in a long quotation from Rolston to illustrate what is needed instead.

351 The term Fox uses here is "deep ecology", not Oneness-with-Nature philosophy.
ity towards that Whole? One answer is to simply say: "Nature is intrinsically valuable to the extent that the Self is intrinsically valuable" (Colwell, 1987). Another answer, different and yet curiously similar, is given by Mathews (1988), who proposes assuming that the universe needs our will to carry on; man is needed to "strengthen the pulse of the universe". Both answers illustrate how extreme ecocentrism and extreme egocentrism become two sides of a single metaphysical coin.

All this is not to deny or denounce the primal experience this subsection started out with. Building a metaphysics out of it may simply be an inappropriate response towards the oneness-with-nature experience.

Throughout this chapter, world views are defined as images of man's position with respect to nature. Consequently, nature is defined relationally; it is what one is possessor of, or what one is with, or what one is in. The self-image of man and man's image of nature obviously are connected to the relational image. Defining your position with respect to nature as the position of the manager-engineer, for instance, co-defines that you will see nature as a manageable, engineerable system.

An alternative way to arrive at a classification of images with respect to nature is to shift the classificatory primacy from our relationship with nature to nature itself. Classifications, then, will be more connected to ecology and less to ethics. Ethics being the primary focus of this chapter, my treatment of 'models of nature' will be brief. An example of such models, from Botkin (1990), is:

- Nature as Divine Order: pre-arranged, perfectly structured, unchanging
- Nature as the Great Machine: predictable, homeostatic, repairable
- Nature as Organism ('Earth as Fellow Creature'): the living, evolving system

Of this classification, Nature as Divine Order obviously links up with Oneness-with-Nature philosophy. Other linkages with the four world views are rather diffuse, however; neither do the 'models of nature' not encompass everything there is to see and to relate through the world view perspectives. The Partnership and Participation views, for instance, do not relate only to Nature, Earth and Fellow Creature, but also very much to individual organisms and small ecosystems, simply as the fellow creatures that they are. Also, with respect to the 'systemness of nature', both tend to

---

352 Note that in the passages quoted under the Participation world view, the fact that nature does not need us at all is a source of rejoice, admiration and an ethical stance.

353 Another example is from Thompson (1988): 'nature benign'; 'nature ephemeral'; 'nature perverse/tolerant'; 'nature capricious'. I have not used this example because it is connected to neither ethics nor ecology.

354 This term is not Botkin's; he does not really name his 'new metaphors'.
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conceptualize this systemness as decentralized, web-like interactions, rather than as the singleness of Machine or (super-)Organism.

Another well-known 'model of nature' is the Gaia metaphor, the greek Earth Goddess, reborn, as Weston (1987) puts it, "under the auspices of NASA". Botkin criticizes the Gaia model because it is an as yet incoherent mix of mechanistic (daisy world), organismic ("Gaia’s vital organs") and metaphysical elements (the assumption of biospherical telos). Because of that, the Gaia image may be used in just too many world views, rendering the image ethically confusing. Since Gaia is often depicted as immensely strong and flexible, she can easily be drawn into Man the Technocrat-Adventurer reasoning. In its cybernetic formulations, the Gaia image links up with Man the Manager-Engineer. Because Gaia is also very vulnerable, Gaia associates with the Caretaker ethics. Sometimes, as in Zweers (1989a), the Gaia image is associated with Partnership-like notions of co-evolution of Man and Earth. Finally, Gaia also inspires people to put up flags on mountain tops, so that they may participate in Gaia’s "intellect" - at the same time it is often said that we are Gaia’s nervous system, her ratio; this, by and large, is Oneness-with-Nature metaphysics. Through all this, I fear, resonates the archetypical association of woman-is-Nature with Madonna-or-Medusa (e.g. Zimmerman, 1987; Launspach et al., 1982); if necessary for her survival, it is said, Gaia will devour her own children. Concluding, it seems to me that although the Gaia image may prove to set inspiring courses for scientific-ecological enquiry, Gaia philosophy does not yet constitute a step forward.

World views may be used as sets of normative principles to be applied in landscape and policy design. Doing so, one steps down from the level of general values (aims) and perceptions to the level of physical landscape zoning, functions and interactions. At that level, the world-views-as-applied become comparable to what may be called 'nature management models'. Relative to each other, world views typically specify normative and perceptual inputs in planning processes, whereas the management models lie closer to specifying preferred outputs. An example of a management model classification, well-known in the Netherlands, are the "Five views on nature conservation and nature development" (Van Amstel et al., 1988). The five views are classified by criteria such as preference for large-scale or small-scale landscape pattern, spatial separation or integration of landscape functions, emphasis on diversity, natural-

---

355 See, for instance, the quotations from Rolston, Tennekes’ image of decentralized cohesiveness in the next section, and the web image in Section 8.5. Roughly, the Partnership-with-nature image links up better with the more separate characteristics emphasized by modern ecology and by Botkin than it does with Botkin’s conclusive models. The loose, dynamic and stochastic characteristics of ecosystems, for instance, seem to call more for game and play metaphors of nature management than for Botkin’s science and computers.

356 In this image of masculine love, as will be further elaborated in Section 8.6, Woman is both below Man (Medusa, nature to be conquered) and above Man (Madonna, Nature to be One with); woman/nature, if loved, cannot be conceptualized or accepted as simply with you, side by side.

357 Another example is Visschedijk (1988), focusing on nature and agriculture.
ness or efficiency, and so on. The five models are called 'classic preservation', 'nature development', 'functional landscape', 'ecosophic view' and 'sustainable technology'.

Achterberg (1989) has found an approximate pattern of relations between the five models and this section's world views. His schema shows that several relations are not simply one-to-one. The Partnership world view, for instance, is connected to the nature development model, the sustainable technology model and a variant of the functional model. In fact, it seems that if applied to a differentiated landscape and without undue fixation on means instead of aims, most world views, each in its particular but consistent way, will give rise to a blend of elements from almost all management models.

Let me take two illustrations of this from my own trial application of the Partnership world view to the Western Dutch lowlands (De Groot, 1988). Partnership, with its emphasis on closeness of the interaction between Man and nature, logically favours an on-farm equilibrium in the give and take of soil nutrients. It also favours a non-dominant, nature-following response to natural circumstances, however, which leads to relatively one-sided cattle rearing in the peat areas and crops in the clay areas. Then, the regional exchange of manure and crop products ("regionally mixed farming") is the logical way to establish close linkages. In terms of the five management models, both small-scale and large-scale responses follow from the single world view.

Partnership with nature, for the same reason of preference of close and non-dominant interactions, favours special care for small-scale nature elements (e.g. meadow birds and unfertilized ditch banks), to be taken up in the daily practice of farming. This, in terms of the management models, is integration of functions. At the same time, it is given in any partnership that both partners also have room to develop their very own thing, that is, also 'high nature', i.e. Dutch lowland wilderness developing in relatively large-scale areas of its own. Hence, separation in terms of the five management models. In many of these areas, nature will be dynamic, eutrophic ('rough') enough to accommodate people. Partnership then says: if so, then allow maximum numbers, but let them be in close and non-dominant interaction as hikers and canoers, with tree-cutting for campfires allowed everywhere, but nowhere a road. This, in terms of the five models, is 'integration' within the 'segregated' areas, but not the integration of nature with traditional (detached and nature-dominating) recreation.

Personally, I prefer the general world views level to the level of the more concrete nature management models. General world views have a wider range of applicability and they are better connected to important discussions in philosophy. They do need more work to be brought down to the level of the physical planning of specific regions, but that seems an advantage rather than a setback; during that work, the specific characteristics of the regions can be drawn in, and the emerging 'physical picture' will be richer and yet more consistent than if one had started out with a model that focuses on these physical means from the beginning.
8.3 Views In Dutch Mainstream Culture

In the preceding section, the four world views have been described in general philosophical terms, with references to societal actors built in here and there. In this section, the emphasis will be reversed. I will remain focused on qualitative matters, however, not on quantitative distributions in society. In other words, I will use indications of actor categories ("churches", "engineers", "liberals") in order to get a better grip on what the world views entail. I will confine myself to Dutch society, because that is the only one I may claim to interpret sensibly without elaborate discussions of sociological and cultural literature. I confine myself to mainstream views for a reason closely connected with the overall character of Dutch society. Hence, I shall first concentrate on that overall character.

Taken as a whole and in very basic terms, the Netherlands is compromise country, thoroughly middle-class sociologically and thoroughly middle-of-the-road culturally, governed by the Aristotelean principle that being in the middle is intrinsically better than being right or left, high or deep, rich or poor, cold or hot. The basic strategy is to keep and draw people and ideas into the 'middle field', by means of an intricate network of corporatist structures and a plurality of non-polarizing parties, trade unions, churches and so on.

The advantages, of course, are many, in the social as well as the environmental field. Concerning the latter, for instance, the compromise machine of physical planning may be highlighted, without which the natural splendours of the densely populated areas would have been suburbanized decades ago.

Prices are being paid too. In the cultural field, the Aristotelean principle suppresses the rise of creative thought. Holland blossomed in the 17th century, then went to sleep. Since then, an invisible sign hangs on every wall: Thank You For Not Discussing Issues Which Really Matter (God, Love, Despair, Man, Oneness-With-Nature And All Those Things). The Dutch made true what the Dogon of Section 12.1 only think: the bush (the countries abroad) is where the life-giving forces (culture) breed; the village (Dutch society) can only import, dissipate and absorb these forces: Enlightenment, Romanticism, liberal and socialist thought, psycho-analysis, existentialism, feminist thought, liberation theology, New Age ......... At the universities, 'normal science' rules as far as the eye can see.

What has been productive, however, and still is, is the Dutch mainstream. Mainstream culture does not allow dissonant thought a place where it may develop into something perhaps even more dissonant. Instead, dissonant thought is sucked into the mainstream, disarmed along the way, and made to contribute to mainstream achievements. Among these I count, for instance, the creation of a fairly unique welfare state,

---

For examples of really empirical world view studies, see Milbrath (1986) and Volker (1990).
the physical planning system, the nature protection organisations, the persistently progressive lay groups in the churches, and (as a phenomenon, not as regards policy content) the Natural Environmental Policy Plan. Therefore, if there is something interesting to say about the Netherlands, it is not about the cultural vanguards. They are there, of course, but they are essentially only following foreign examples. Thus, I concentrate on Holland’s own specialty: the mainstream amalgam.

Following the Aristotelian principle, you do not effectively win an argument in the Netherlands if you try to persuade people that you are brilliant and right. People do not like ‘persuading’, and if you are brilliant, you cannot be right. What you have to do is to sell an image in which your opponents are neatly arranged on your left and on your right, and you are in the middle. Thus, Dutch political mainstream becomes a triple field automatically, with the biggest party in the middle. In the Netherlands, the christian democrats have convincingly won this struggle. At its sides, the social democrats and conservative liberals find their uneasy positions. This triple pattern is reflected in the three variants of the mainstream attitude (Man as Master and Possessor), described in the preceding section.

One of the christian-democratic catchwords is the "Caring Society". The argument for that society is as follows. On our left are the people who want to lay all responsibilities in the hands of the state, manage everything and pay dangerously large sums for formalized welfare support; on our right are the people who have fallen for consumerism and the partition of society into haves and have-nots; we, in the middle, say that people should start again to take more care for each other, informally, like we could in the days of small-scale mutual help. This argument, reinforced by the stewardship notion spread by the churches, makes Man the Caretaker of nature the most typically Dutch mainstream variant of the mainstream Man the Master and Possessor world view.

The other two are of course easy to identify. Man the Manager-Engineer is basically the social democrats, with their optimism about the management capacity of collective systems and their neo-Marxist difficulty in conceptualizing nature as being something more than functional. Man the Technocrat-Adventurer is the conservative liberals, the party for the winners. They have no neo-Marxist problem with nature, basically because they have no problems at all. Nature is essentially just a playground.

---

359 Dutch environmental science may also be seen this way: a discipline allowing itself to be lifted out of 'normal science' drabness by rapidly absorbing bits and pieces of nondualist rationality, chaos theory, deep ecology and many other life-giving inspirations, at the same time remaining part of Dutch mainstream, 'normal' to the bone.

360 Since the two parties on both sides also profit by showing that they too are 'middle' in their own way, the Aristotelean principle gives rise to parties on both sides again. Three becomes five, five becomes seven, and so on, with the peripheral parties becoming progressively smaller. The configuration becomes stable when the outside groupings become too small to enter parliament.

361 Helped by the Catholic mastership to coin images and phrases that keep everybody in, and by a solid grip on the 'social middle field' (the conglomerate of state-financed private organisations).
and a background for golfing, shooting and survival courses for managers, and a stand-in-the-way for more motorways. And insofar as there might be a problem, economic growth, individual creativity and technological progress will surely solve it, as they have always done.\footnote{362}

For the Dutch churches, \textit{stewardship} is the general catchword. As far as I know, this stewardship image has never been confined to future generations only. Already in the early seventies, for instance, the environmental manifesto of the most conservative wing of Calvinism (Van der Berg et al., 1974) said that

"The preservation of plants and animals, as creatures of God, is an important element of stewardship. This should not be pursued primarily because it is useful for Man, but in honour of the Creator."

This statement remains without consequences, however, in a manifesto almost completely devoted to human-centred pollution control and physical planning (mixed with the curious message that it is God's will that we multiply, not only when the world was still empty, as in Genesis, but for ever and ever). Roughly, the conservative church view is a Man the Caretaker view.

More progressive church views are fully in the Guardianship realm, both in their quantitative aspect (the weight given to the value of nature) and their qualitative aspect (the way nature is seen). For instance, the conciliary process of the World Council of Churches (in which the Dutch churches actively participate) is about "peace, justice and the integrity of creation"; the environment's position is here one of the 'big three', and the term \textit{integrity}, not only of plants and animals but of the whole of creation, involves much more than nature in gardens or isolated reserves, as we saw in Chapter 4.

Long before any church, state agency or philosopher woke up, the Dutch public had become touched by Guardianship notions through the tireless action of \textit{field biologists} (Tjallingii and Van de Veen, 1984). As has also been remarked by Passmore (1974), field biologists, although empirical scientists, study nature in its wholeness and wildness and are thus protected against the Cartesian tendency of isolating, possessing and dissecting nature. Generalizing this idea, scientific disciplines may be conjectured to correlate with different world views. Of course, I cannot really test it here, but the hypothesis serves to understand the 'world view positions' of the three Dutch government departments that are involved with the Dutch environment.

During the last decade, the \textit{nature protection} agency has been subsumed under the ministry of agriculture. It is still the stronghold of the field biologists, both in popula-

\footnote{362 In the eighties, three consecutive ministers of the environment were conservative liberals. The first did not say or do much and was done no harm by this party. The second emphasized that environmental problems are essentially bureaucratic management problems, but worked effectively within this limited framework. A very sensitive man, he withdrew from politics just in time. The third, a seemingly safe bet because he did not know anything about the environment, developed real heart for the issue, and was dropped by his party like a piece of dirt.}
tion and policy aim. The national nature policy plan (Ministry of Agriculture, 1990), for instance, formulates as its general aim "the sustainable preservation, rehabilitation and development of nature and landscape values". This is typically the Guardianship view, to which some Partnership tinges are added, as we will see shortly. In practice, the nature protection agency has to pursue this policy within a ministry strongly dedicated to the Master and Possessor world view, basically in its 'Adventurer-technocrat' variant. In order to illustrate the inconsistencies this gives rise to, we may take a look at the subsidy situation with respect to nature and agriculture.

Nature protection organisations receive an average of approximately 50 dollars per hectare per year to preserve and rehabilitate the areas they manage. From the same budget, farmers receive up to 1000 dollars per hectare per year for not doing what they might do to the natural elements on their land. This is analogous to the government paying 50 dollars per child to organisations that educate children, while I receive 1000 dollars per child for promising to refrain from killing mine. This situation is a consequence of the Master and Possessor ethics. In that view, humans have intrinsic value and it is therefore basic that people follow the rules that protect human life and collective human rationality without compensation. There are thus no subsidies for people who promise to pay their taxes or refrain from driving through red lights. Nature, however, not having a value of its own, is outside this ethical logic. A Master and Possessor has the basic right to destroy what he is master and possessor of, and may therefore be paid for not doing so.\(^{363}\)

The environmental protection agency in the Netherlands is not a small Guardian anomaly in a Man the Adventurer-Technocrat whole, but the dominant part of a much more homogeneous ministry that also takes care of housing and physical planning. Both physical planning and environmental protection are predominantly expressions of Man the Manager-Engineer; in the national environmental policy plan (NMP, 1989) one sees this mixed with its neighbouring Caretaker view regarding nature. The closing of substance flows is the core management principle of the policy plan. Here, and in the low status given to nature, we can hear the voice of the chemical scientists and technologists who dominate the environmental agency.

The third ministry involved in the Dutch environment is Public Works (in Dutch: 'Traffic and Water Works'), of which the water branch bears responsibility for all Dutch water affairs, quantitative (levels, flows etc.) and qualitative (eutrophication, toxic substances etc.). Needless to say, this gives rise to many bureaucratic knots with respect to the other two agencies. But more interesting for this chapter is the world view expounded by the water engineers.\(^{364}\)

\(^{363}\) Recently, the concept of 'Basic nature quality' has cropped up in Dutch nature policy, indicating the level of natural qualities in a region that all citizens should protect without compensation. For a discussion, see Ter Keurs and Van Strien (1991) and Clausman (1991).

\(^{364}\) More details about Dutch water views are to be found in De Groot (1987c).
In the year 1183, an Italian wrote: "Beyond Flanders, a country named Holland has this year been swallowed by the water." On the spot, the situation was not really that bad, fortunately, but the age-long struggle against the large rivers and the sea has certainly been a constitutive element of Dutch culture. Water management is one of the very few areas where the Dutch allow themselves to be romantic - personifying the forces of water and wind, erecting monuments and spending large amounts of money on works with heroic appeal. The water engineers share and exploit this ideology of struggle with nature. Yet, their world view is not really Cartesian. Firstly, the engineering subject visualizes himself not outside the world (and thinking about it), but in the world, and doing something with it. Contrary to most other engineers, the water engineer encounters this world not as passive material, but as something powerful, active, personifiably alive. The sea may be kept out, but can never be subdued. The rivers may be regulated, but can never be stopped.

During the past decade, the taming of the big rivers neared completion and the defence against the sea was rounded off, heroically but final, by the Eastern Scheldt dam. Thus, the struggle ideology lost its appeal and a world view revision became necessary. This was achieved not by dropping the romanticist-voluntarist outlook, but by redefining involvement-in-struggle as involvement in a more partnership-like perspective. In the policy paper "Omgaan met water", for instance, the central policy principle is stated as:

"(...) working together with nature. (...) We should not only use our policy instruments for the passive protection [of nature], but use them actively and creatively. (...) The key words in this respect are differentiation, flexibility of tuning in [to man's changing needs and nature's potentials], harmony and integration."

At the practical level, we see the new water policy view in the recent cutting of summer dikes so that the large rivers may regain their freedom on the floodplains, and the designs for the re-establishment of marshland along shallow lakes. At a more theoretical level, we may refer to the water engineers' opinion that the interest of nature is not served by fixed, quantitative standards about diversity, shoreline management and so on, but by qualitative criteria which may be applied flexibly, depending on local potentials (Smaal, ...), "in dialogue with the water system" (Ten Brink, 1991).

Of course, large tracts of the water management agencies are still firmly in the grip of the Man as Master and Possessor world view. Also, partnership expressions, emphasizing as they do the dynamic interaction of man and nature, are liable to become a cover-up for a form of interaction in which man is in fact completely

---

365 Quoted in Nolthenius (1988).

366 "The sea gives, the sea takes"; the lowland lakes as "waterwolf", and so on.

367 The term "Omgaan met" refers to a range of interaction types from soft forms of management ("dealing with", approximately) to companionship ("associating with", approximately).
dominant. Yet, the partnership view growing in the water management agencies is a
typical example of productive mainstream thought.

Returning for a moment to the hypothesis that disciplinary backgrounds may be
correlated with world view positions, it may be noted that the water engineers arrived
at a partnership-like position without going through a caretaker or guardianship stage.
This suggests that the world views of the preceding section are not in a single, step-
by-step dimension. Because of their not fully Cartesian views and voluntarist inclina-
tions, water engineers may be predestined, so to speak, to move along different world
view pathways than do empirical scientists.

Rounding off the present section, we may briefly step down from the collective level
and take a look at two individual mainstream people. This serves to illustrate what I
have said about the capacity of people to keep up their creative, 'inconsistent' auton-
omy in the face of dominant world views. The two selected examples are therefore
also not professional philosophers or environmental scientists. The two short stories
are entitled The Queen’s Revenge and A Cartesian’s Relief.

The Dutch royal family serves the cultural function of being the embodiment of
being normal. Yet, individual members cannot always help being people, so to speak;
in the years in which the Cold War reached its apogee, for instance, the former
queen’s pacifism filled the Government Information Service with constant dread.

At the beginning of each parliamentary year, the queen reads the 'State of the
State' address, written by the prime minister. In the 1988 address, the economic short-
term prospects were said to be gloomy (as usual), but the environment was said to be
improving, "especially water and air". Naturally, a public row followed. How can
anybody of a sane mind say a thing like that? And, more specifically, how can a
prime minister make the queen say a thing like that? In the background, the queen
bided her time, waiting for the chance to say her own thing: her 1988 Christmas
address on the radio.368

"With Christmas, the celebration of Jesus' birth, the light appears in a world
darkened by human egoism and imperiousness over fellow men and nature. We
experience this darkness now in all its peril because the future of creation itself
has come to be at stake. What we witness now is not the wrecking of the earth
all at once, but in a silent drama."

Then follows a short enumeration of current problems (among which deforestation and
the poisoning of the soil), and:

"Slowly, the earth is dying. Slowly, we begin to conceive the inconceivable - the
end of life itself."

Then follow references to the passing-on of losses to future generations, the vulner-
ability of the planet ("a little sphere"), and God's gift to us of responsibility and faith.

"It is encouraging that nations and individual people are at present calling each
other and themselves to order",

---

368 I translate from the verbatim rendering in the NRC, 27-12-1988.
for instance, through the concepts of 'sustainable society' and 'integrity of creation'.

"Man and nature have been created as allies, as partners in one creation", and now is the time to find a new relationship with nature, characterized by respect for nature's right to receive our care, by harmony and trust. The sustenance of life requires a reconsideration of our basic ways of life, grounded in hope, not despair.

"When Luther once was asked what he would do if he knew that the end of the world were to come tomorrow, he answered: I would plant a tree today."

The second story is that of Tennekes (1990), research director of the Royal Dutch Meteorological Institute. His little book is a personal account pivoting on the fundamental unpredictability of the weather, a state of affairs not diminished but rather brought out in the open by the ever-increasing capacity of his institute's supercomputer. The book is called Then I Would Rather Live In Uncertainty, and on the back we read:

"Throughout, the book radiates the relief that science cannot get to grips with everything."

At this point one might wonder what should be so radiating about living in uncertainty. In daily life, we are constantly living with uncertainties, and we essentially know perfectly well how to deal with them, e.g. insuring some and accepting others. Tennekes' story, however, is about the rehabilitation of uncertainty in science, and that does constitute a radical Umwertung. As we can read in the opening pages of Descartes' Discours de la Méthode, the quest for certainty was at the very heart of Descartes' project. Tennekes finds it significant that the re-establishment of uncertainty happened in computerized meteorology, right in the frontline of physical science modelling. Other disciplines may not yet have come that far, but their time will come too. "The compulsive escalation of computer technology in science", as Tennekes calls it, is a dead-end street, analogous to the compulsive escalation of consumption and medicine. This growth should be ended, and the earth system should be treated with respect, in a strategy of "sustainable adaptation", away from the hubris of managing the planet.

The rehabilitation of uncertainty is part of the rehabilitation of the 'full human repertoire' in science, as discussed in Chapter 1. Tennekes contrasts the "grotesque forms of combating uncertainty" in office work with the daily tactics of housekeeping, in which surprises are all in the game.

"Doing the dishes, making the beds, cleaning up: it all looks terribly trivial work. But in its deep structure, the Zen of good housekeeping, it is the creation of a place of easy-goingness [and flexible response]."

The Cartesian drive for certainty, related as it is to the fear of death, is mirrored by Tennekes' "victory over the fear of chaos". His relief is the relief of having escaped from Descartes' pit. New relations with the former 'object' arise at the same instance:

"Out of the unpredictable, incalculable chaos of clouds and winds, a wonderful depression develops in a few days, establishing order in all exchange processes over millions of square kilometres, spanning the full breadth of the ocean. And all that without a board of directors, organisational charts or a strategic manage-
ment plan! (...) Nobody has to act the boss, yet nothing remains left undone. Clouds do not write minutes, they don’t go to conferences and they don’t telephone: all sure proof of nature’s exuberant capacity of self-organisation."

---

369 This is the Tao Te Ching, Ch. 48.
8.4 Partnership-With-Nature In The Words Of Others

In the preceding section, we have heard the queen voice the partnership formula and we have followed the water engineers developing a partnership-like policy view without the term itself being present. Philosophers do likewise: some mention the term only in passing, some distinguish an explicit partnership world view, and some develop a set of ideas that, in my interpretation, lie within a partnership-with-nature realm. In the present section, I will review what some of these authors have said and, more importantly, what they may have seen. This essentially serves to flesh out the partnership concept, before I endeavour to take you along in the more personal explorations of Sections 8.5 and 8.6.

Because of its simple conceptual and affective core, countless people must have 'seen' the partnership-with-nature idea, independent of one other. Up to a few months ago, I knew of three such events: those of Korthals (1978), Ebenreck (1983) and myself (in 1985). Following my own history of discovery, another source of partnership ideas is given in the next section.

Korthals (1978) glimpsed partnership-with-nature in passing, as it were, in an article titled 'The Normative Aspects of Environmental Science', in which he stressed the fundamental character of the environmental crisis, its roots in the Cartesian world view and the need for environmental science to identify itself not as the study of the environment or of people-environment systems, but as a social science first of all. The environmental crisis gives rise to new values in society, says Korthals, and the first of the new values he identifies is partnership with nature, about which he states:

"Partnership with nature does not imply that nature is conceived as the equivalent of man. That would ignore the helplessness of nature and the fact that only man can try to regulate the environmental crisis. (...) The idea of partnership entails that we recognize nature's spirituality and try to hypothetically put ourselves in nature's position. (...) This idea shuts out the utopia of limitless domination of nature."

Korthals' formulation obviously shares many characteristics with the partnership articulation in Section 8.2, but it goes without the voluntaristic accent. The "putting yourself in nature's position" primarily serves to induce restraint in our dealings with nature, and lacks the "working together", "closeness" elements as well as the "We did it!" emotion. This may be related to the author's background; 'action' for Habermas is primarily communicative, discursive action. Then, it may also not be incidental that twelve years later, Dryzek (1990) too refers to Habermas in an article that may also be interpreted as giving a 'cognitive variant' of the partnership view. Dryzek does not mention the term partnership in his paper; it is largely a discussion of the Participant-
in-nature and Oneness-with-nature views, the two of which together he refers to as 'deep ecology'. I will restrict myself to Dryzek's most partnership-like arguments.

Dryzek starts out with a phenomenon we have already encountered: deep ecology's inability to generate a concrete ethic, other than making general appeals to the very agencies that embody the Cartesian, Man-as-Master and Possessor world view. At this point, Dryzek mentions an alternative world view, not of Cartesian "man which is universal, uniform, ahistorical and transcendent", but of "woman which is contextual, relational and particularistic". This opens up a vista of associations, but since Dryzek does not follow his vision through, I shall carry it over to the next section. Dryzek proceeds by rejecting deep ecology's turn from Cartesian rationality to non-Cartesian spirituality and instead proposes an extension of rationality, more specifically an extension of communicative reason, so that reason also encompasses nature: "green reason", or "ecological rationality". First, then, he has to reject Habermas' explicit restriction of communication, subjectivity and value to the human sphere only. He does so, *inter alia*, by referring to biology:

"To the biologist Charles Birch, this extension of subjectivity to nonhuman entities is the essence "postmodern biology". He treats "human experience as a high-level exemplification of entities in general. (...) All are subjects." Such an approach is also found in the work of Jane Goodall on chimpanzees and Donald Griffin on animal thinking."

Thus, we may arrive at a "non-hierarchical conception of rationality", pointing to, as Dryzek puts it, a "non-regressive reconciliation with nature". The basic ethic of communicative action now also applies to people-nature relationships; these should be:

"egalitarian, uncoerced, competent and free from delusion, deception, power and strategy."

This ethic, Dryzek adds,

"is embedded in processes involving the creation of meaning, culture, friendship and so forth. (...) It may rest more easily in a complex world than either [deep ecology] spirituality or [Cartesian] instrumental rationality."

Taken as a whole, Dryzek explores the cognitive-rationalistic aspect of partnership. Rejecting deep ecology spirituality, he tends to lose sight of *all* spirituality, as if not much more than rationality were at stake in his own concepts of 'reconciliation', 'friends' or 'the world view of woman'! Communicative rationality may be seen as the rationality of partnership, but partnership has many more facets and layers.

Clever world view articulators usually try to draw into their orbit as many as possible co-articulators, preferably high-status philosophers, kings, queens and saints. Following this example, I have already managed to lay claim on one queen in the previous section. Could we, responding to White's (1967) invitation, declare Saint Francis to be the patron saint of partnership with nature? This, as we shall see, would not be

---

370 In Early Romanticism, friendship was regarded as a spiritual relationship first of all (Bertels, 1982). For a rich anthropological account of friendship, see Brain (1977). Sections 8.5 and 8.6 are largely devoted to partnership spirituality.
unreasonable. Francis’ relationship with nature can only be understood, however, in connection with his relationship with God, the first and foremost motivation of his life, pursued with an almost impossible intensity (Groot Wassink, 1980). All the other aspects of Francis’ life were but the results of that single project. One of these results was that Francis could sometimes radiate a spiritual power that made the curing of the sick and the driving out of ‘devils’ come so automatically as to embarrass him (Nolthenius, 1988). Another result was his well-known relationship with the animal world; often (but not always when he wanted) the wild animals came to listen to him, or to help him through. And finally, the Great Summary, given to him in his darkest hour of illness and pain, the hymn of Brother Sun:

"Altissimo omnipotente bon Signore (....)
Be praised, my Lord, with all Thy creatures, in particular brother Sun, beautiful and radiant with great splendour",
followed by sister Moon and the Stars, "bright, precious and beautiful", and brother Wind, "and by sky and cloud and bright weather and all weather, by which Thou sustaineth Thy creatures", and sister Water, "precious and pure", and "Be praised, my Lord, by brother Fire (....), beautiful, cheerful, powerful and strong", and by "our sister mother Earth, who sustains us and cares for us."

These, of course, are partnership acts and words, not nature with the passive intrinsic value of guardianship or the abstract cosmos of Oneness-with-nature. Note, for instance, that the Earth cares for us; Francis’ universe is a universe overflowing with co-createdness; from the farthest star to the flower at his feet, all are kin. But again, Francis’ real project was the reaching out for (and of) God. In God’s all-penetrating light, the distinctions between man, animals, and all other nature become insignificant. An obvious similarity exists between St. Francis’ hymn and David’s psalm 104, quoted in Section 8.2; Section 8.7 will go into this in more depth.

This section is rounded off by Ebenreck (1983), who has already been touched upon previously. In contrast to Dryzek’s cognitive restriction and Francis’ vision of God as the source and destiny of all meaning, Ebenreck lays down the partnership-with-nature view, and its deeper foundation, in their non-discursive simplicity, pointing directly forward to practical ethics instead of looking back or up in search of historical roots or metaphysical sanctification. Being primarily interested in agricultural problems, Ebenreck’s partnership is ‘A Partnership Farmland Ethic’, as the title of the article says. Ethics of leaving alone (i.e. wilderness), recreation and all other non-agricultural activities naturally flow from essentially the same partnership source, however, as the coming sections will show. Placing Ebenreck at the end of this section also allows me to return to the basic partnership formulation of Section 8.2, requote the Nebraska farmer who once saw and said it in three words, and lay some ground for the next section.

The steady decline of the U.S. farmland resource, Ebenreck starts out, is masked by short-term overproduction, brought about by unsustainable increases of water, fertilizer and pesticide inputs. Furthermore, it is enhanced by the "technical fix", the
optimism of what has been called the Technocrat-Adventurer in Section 8.2, which Ebenreck exemplifies with quotes from the U.S. Agriculture Secretary:

"We face two main obstacles in our industry [= agriculture]. The first is nature. (....) But whimpering is not the way our forefathers settled and tamed the land. They attacked the problem .... now it's our turn."

and the president of the National Association of Agriculture Chemicals:

"Any species is expendable somewhere along the line except mankind."

The Stewardship ethic, Ebenreck proceeds, is too weak to counterbalance these forces, placing, as it does, land at the bottom of the God/man/land hierarchy. Ebenreck now turns to a number of authors who have expressed some idea of non-hierarchical relationship, e.g. Griffin (1978):

"We know ourselves to be made from the earth. And we know that this earth is made from our bodies .... We are nature seeing nature"

and Gray (1981):

"It must be asked: "Who profits .... and who loses", with the 'who' including the Earth"

and Merchant (1980):

"Ecology has moved in the direction of the levelling of value hierarchies."

This line of thought, Ebenreck proceeds, quickly leads to the concept of 'rights' of nature, and with it, to a multitude of problems, the most basic of which is, for Ebenreck, that it gives rise to static either-man-or-nature thinking: it is either the farmer with his right to make a living, or the field's right to grow naturally. Thus, everything the farmer does is basically a violation.

At this point, I conjecture that Ebenreck has struck a parallel with the human world: in daily life, the most common, natural and valuable way of interacting with one another is not by legal bickering about one's right to do one's very own thing in isolation. Without denying that people do have rights, 'rights-thinking' is not the primary, creative ethic that guides us toward what we value in daily life. Ebenreck saves up the parallel for later, in somewhat different wordings.

"Instead of creating a framework were ethicists or law courts will have to adjudicate between the right of a farmer to grow food and the right of the land to remain inviolate, for example, a holistic view of reality might point us toward a "partnership ethic", an ethic which recognizes that the relationship is a complex, two-way, ongoing process, one in which both parties are recognized as having intrinsic, if differing values, and in which both parties give and take from each other."

Ebenreck further develops this notion around the down-to-earth farmland term of "use".

"From this partnership perspective, the use of land may be justified, but only in the sense that the use of any other which has intrinsic value in itself is justified. If use is taken in its derogatory meaning of "exploit and destroy", then it will clearly be immoral to use land as it is immoral to use persons. But if use is taken

[371 See the next section for a more fundamental version of this argument.]
in its more primary sense, "to bring into action or service", then we may consider it legitimate to use nature as we might use other humans and be used ourselves. It is the case, after all, that in any working relationship, there is a sense in which we use each other. (...) To be morally positive, I would suggest use must be in the meaning of "bring into action or service" and its limiting factor is the requirement that such use must respect the being of that person (...) and return something of value for that use. (....)

A second example may clarify the way in which a relationship that combines appropriate use with respect may indeed not be simply a necessary evil but a kind of ideal. Parents, notoriously, use and are used by their children for the fulfilment of hungers as various as the human psychophysical whole. If we reflect on that relationship in view of the two meanings of use suggested earlier, it seems fairly clear that here as elsewhere, use as "exploit and destroy" is immoral. But it also seems clear that in the parent-child relationship there are fundamental ways in which use in the sense of "bring into action or service" may be intrinsic to the relationship.

For example, a child "uses" its mother for sustenance when it nurses at her breast. Because the purely physical sense of "being used" can be experienced as repugnant, we [affected by Descartes' disease-DG] have had a cultural conflict about the value of nursing as opposed to giving a child 'formula' in a bottle. Yet, as many mothers will testify, nursing can be a two-way path of fulfilment as an experience of enormous psychological and physical closeness."

Here, we see Ebenreick stepping from 'land' to interadult relations and on to parenthood and love for the newborn. None of these are shallow metaphors; they are "examples", different expressions from the same source. This source, in its shortest summary, is the image of love. Meanwhile Ebenreick, staying firmly at the farmland level, states that:

"With the partnership model, we can move past a principle of respect for the land that appears to demand only land preservation of wilderness areas or scenic tracts. (...) While we may, in some cases, choose to have our respect manifested in a total non-use of a landscape, we may in other cases choose a much more intensive working relationship."

Also, the equivocal term use is shifted somewhat, coming closer to my own 'core formulation' in Section 8.2:

"It is arguable, indeed, that we should move past the language of use and toward a language of working with (...) the land rather than using it."

Note here the similarity with the water engineers' notion of "omgaan" with water (Section 8.3). The passage about wilderness and rural "working relationship" is quite comparable to ideal land-use pattern described in the closing paragraphs of Section 8.2. This is no coincidence but arises directly from the partnership image, in which the relationship ("omgaan") but also the two participants separately (culture and wilderness) have intrinsic value, as will be elaborated further in Section 8.6.
worthy in the remainder of Ebenreck's article are two messages from the farming field, noteworthy (for me, at least), especially because of their affective power - not the perfunctory business of stewardship, not the solitude of deep ecology, but the affirmation of life itself.

"As [the farmer-writer] Wendell Berry describes an ecologically conscious (although a farmer might not use that term) Pennsylvania farmer Elmer Lapp, whose profitable 117-acre farm supports two households: "For a man giftedly practical, Mr. Lapp justifies what he does remarkably often by his likes .... and that is why the place makes sense. All the patterns of the farm are finally gathered into an ecological pattern; it is one 'household', its various parts joined to each other and the whole joined to nature, to the world, by liking, by excited and affectionate understanding. The ecological pattern is a pattern of pleasure.""

And, from Nebraska:

"A twenty-six-year old farm woman expressed the basic thrust of these principles naturally when she described her work on the twenty-acre parcel (...) that was hers to work alone. "When you are growing food in that ground .... the way you feel good about it, that's the .... partnership between you and the land. I feel so good .... because I know I'm doing it the way I feel is good for both of us. (...) I'm not polluting it, I'm not putting chemicals on it. I'm trying to do a rotation, trying to rebuild the soil." And from the same twenty-six-year old farmer came the exultant feeling after the harvest: "We did it, the land and I, we did it!"

372 From the Netherlands, a voice from the field is, for instance, an anonymous farm woman on the radio (1988): "If things go on this way, we'll no longer be farmers but technical, capitalist entrepreneurs. No more contact with the animals, with the land, with nature. That oppresses me." And a biologist on television (1990), against the background of 'nature rehabilitation project' in one of the Dutch floodplains: "We have taken enough from nature by now. It is time we start giving back." This 'giving back' is also a core element of Ebenreck's norms of partnership; in a partnership, giving back goes naturally with taking, not as an obligation arising from a right, but simply because reciprocity is in itself a value, given in the very concept of partnership itself; see also the 'gift economy' discussed in Section 8.6.
In prison, on May 2nd 1917, a German protagonist of socialism, Luxemburg, wrote a letter to another protagonist of socialism, Liebknecht:

"Sometimes I have that feeling that I am not really a human person, but in some ways also a bird or another animal in human form. Inside, I feel myself much more at home in the little piece of garden they have here, or in the field among bumblebees and grass, than I do at a party congress. To you, I am not afraid to say this. You will not immediately smell a betrayal of socialism. You know that I hope to die at my post: in a street riot or in prison. But my deepest I belongs more to the sparrow than to the comrades."  

Writing here is Rosa Luxemburg to Sonja Liebknecht. In the previous section, when Ebenreck quotes a farmer, it is Sara Ebenreck quoting Liz Warner.

Thus, a certain notion grabbed me: do women have a special propensity for partnership world views? Or does feminist theory? These, of course, are two different questions. Obviously, because women and feminist theorists are different categories; many women are not feminists, and feminist theory is also made by men. Secondly and more importantly, repeating the observation made in Section 8.2, real people and formalized world views ('Man') exist in different, and only loosely connected, realms. In real people, for instance, 'inconsistencies' may be signs of wholeness and a creative life. In theories, inconsistencies are just inconsistencies. Also, people are private in ways theories are not; what Luxemburg tells Liebknecht, shouldn’t it be left alone?

Therefore, I shall treat the two questions separately. With respect to women, I will in fact not 'treat' the question at all, but just proceed somewhat further along the same non-discursive path this section started out on.

In the preceding section, we have seen Dryzek mentioning, in passing, a 'world view of woman' ("contextual, relational, particularistic") as opposed to that of Cartesian Man; he associated this view with what he called the "hermeneutic biology" of Goodall. In Chapter 7, we have seen Ron (without knowing Dryzek’s article) referring to Rasa, Goodall, Strum and Fossey in order to demonstrate telos in nature to his dialogue partner. The term 'hermeneutic biology' may be a bit too heavy to describe what these four field biologists do, but the essence is clear: all four describe their animals (dwarf mongooses, chimpanzees, baboons and gorillas, respectively), gathering and interpreting their scientific data in a perspective of kinship - 'partnership

373 Quoted in Westhoff (1984); I translate from this Dutch translation here, not the German original.

374 In this paragraph, I will indicate female authors by including their first name in the first reference made to them.
biologists’, in my term. Ron had borrowed the four books from my Special Bookshelf; later, I realized that all four authors are women.

Anne Rasa, describing her earliest fascinations:

"The rest of my childhood progressed in much the same way (....), with me trying to bring Nature into the house and my parents firmly relegating it to outdoors again. At some point or other, my mother seems to have capitulated. (....) Her life must have been a long series of minor calamities: bird droppings all over the furniture; a hundred red Cornish toads in the bath; a horse stuck in the dining room; an owl landing at her feet with clicking bill every time she opened the refrigerator door; a Belgian hare which enjoyed beating up the neighbour’s dog (....); a guinea-pig regularly squeaking at the door to be let in or out; a hamster chewing up her best Axminster carpet to make a nest for her babies (.....). If anyone was a martyr to Science, she was."

After her degree, Rasa went to Hawaii for a doctorate in biological pest control. But during a scuba dive, fascination again took control, and she shifted from "the control of the sugarcane mealybug to the reasons behind the aggressiveness of the Damselfish".

Some years later, she decided to study aggression in the social mammal, and stumbled on the dwarf mongoose.

"Suffice it to say that, although I have been working with dwarf mongooses now for fifteen years, I never got round to my planned studies of aggression. I have been too busy trying to work out even more amazing aspects of their behaviour!"

She studied a group in captivity for five years, and then, in Kenya,

"I made contact with my first wild mongoose group, Diana and Co., who opened up a new world for me."

Jane Goodall’s story:

"I have been fascinated by live animals from the time I first learned to crawl. One of my earliest recollections is of the day that I hid in a small stuffy henhouse in order to see how a hen laid an egg. I emerged five hours later, triumphant (....). It was about four years later, when I was eight, that I first decided that, when I grew up, I would go to Africa and live with wild animals."

And she did, ten years later. Quoting an almost random passage from her book, describing Flo, the chimpanzee group’s oldest adult, making up after a quarrel:

"Presently Mike reached out towards Flo’s hand and began, almost imperceptibly, to play with her fingers. Soon she responded, gently grasping his hand, twisting and pulling away - only to reach out and grasp it again. After a few minutes Mike sat up and leaned over Flo, tickling her neck and her too ticklish groin until, protecting Flint [her daughter] with one hand and parrying Mike with the other, Flo started to shake with the panting gasps of chimpanzee laughter. After a while she could stand it no longer and rolled away from him. But she was roused, this ancient female with her stumps of teeth, and soon she was tickling Mike in the ribs with her bony fingers."
Shirley Strum, the most academic of the four, was, in her own words,
"a city girl, born and bred (....), a rather isolated only child, always looking for
a connection to something bigger."
She found her animals primarily as a connection to basic "questions about human
nature, about what was innate and impossible to modify and what was flexible and
worth changing". She therefore wanted to study monkeys that once made the evol-
utionary step from the forest to the savannah.
"I had originally wanted to study the patas monkey. They intrigued me. They live
in small groups with only one adult male in each group, and although the males
are more than twice the size of the females, they do not dominate group life.
Groups are led by the females, who also act as the policers."
She was forced to do the baboons, however, who led her into fifteen years of obser-
vation and adventures in the male-dominated world of science, that refused to believe
that baboon society was not ruled by male hierarchy and aggression. Males have no
dominance ranks but form friendship alliances with males and females of all ages;
females, or rather, families have stable hierarchies; aggression is not positively, but
negatively related to reproductive success; individual success and group life is gov-
erned by finesse, not force; aggression is used by new male arrivals - not to fight their
way into a male hierarchy, however, but to elicit reactions from a group that ignores
them, so as to gather the social information necessary to finesse themselves in and
upward.
Strum, when she began her studies, viewed baboons as objects. Irresistibly,
however, they took her in:
"Unlike most "professional" activities, where months, years or even decades could
elapse between starting out and achieving one's goal, each day [in the field]
offered real progress in growth and understanding. (....) When your world is
baboons, your life undergoes a complete reorientation. I had thought that I would
miss restaurants, concerts, movies, parties; instead, I began to feel that they were
simply poor substitutes for the "real" thing, nature itself. Going to Nairobi, the
big city, was a treat. There would be a real restaurant, a movie and friends. I
could tolerate one day of it, then would rush back to the baboons like a junkie
needing another fix."
When the baboons took up to raid the maize fields of farmers that were settled in their
home range, years of problems ensued, in which Strum faced the personal conflict of
being the baboons' protector and at the same time their enemy in their eyes, e.g.
chasing them away from the crops. Then, after translocation of the group to another
part of Kenya:
"I had the feeling that all was right with the world once more. (....). I felt I had
finally fulfilled my part of our relationship."
And Dian Fossey, the passionate, the "dark" one, the one of hopeless love and of fierce hate, who gave herself away completely. What I to say about her? Let me merely note the following image of two monuments.

In July 1969, the malest of all enterprises ever, the Apollo project - the massive, one-way deployment of hierarchical organisation and technology, driven by competition; the immensely vertical missiles, rising higher and higher on their mission to domination - came to a climax: the male boot imprinted on the face of another planet: "A Small Step For A Man, A Giant Leap For Mankind."

One year later, in an African forest, an adolescent mountain gorilla, aptly called Peanuts by comparison, was the first of his species to reach out, in complete freedom, to touch the hand of a member of another species, which he had hitherto only known as the killer race. Since that square millimetre of first touch, the place is called 'Fasi Ya Mkoni', the 'Place of the Hands'.

Feminist theory, as Cheney (1987) puts it, is the body of theory that has grown up about the issues of sex and gender, in particular that body of theory informed by a desire to end women’s subordination. This delineation leaves room for a wide array of ‘feminisms’ (e.g. Warren, 1987). I will not attempt to review all possible relations between feminism and environmentalism, but instead focus on a debate whose the subject coincides with that of the present chapter: the substantive, ’positive’ content of world views, feminist and other. Moving from people to theory, I will also move from narrative intuition to discursive analysis. Along the discursive way, however, some intuitive insight may also arise concerning a matter of women’s subjugation, pointing back to our four female field biologists, viz. the question of why conquering the moon may have been regarded as so incredibly more important (look at the budgets!) than saving and even making friends with a species so close to our own.

Below, we will follow Cheney’s (1987) first attempt to formulate the fundamental differentness of the Partnership and the Oneness-with-nature world views, Fox’ (1989) failing response and Cheney’s (1989) intensified attack on Oneness-with-nature, exposed, in his words, as "one more chapter in the story of Western alienation from nature". The debate helps to obtain a sharper view of Partnership philosophy, through the feminist sources. Moreover, it offers an opportunity to also say something more about the Guardianship world view, and to exemplify the difficulties of feminine reasoning in escaping from masculine modes of discourse.

In order to follow the discussion without difficulties, a terminological point has to be settled first. 'Deep ecology' is a term loosely used in U.S. literature to refer to all more or less radical environmental philosophy, hence, to at least both the Participant and Oneness-with-nature world views, distinguished in Section 8.2. As will be seen, Cheney attacks and Fox defends Oneness-with-nature philosophy only (with some minor movements toward Guardianship). Thus, although the quoted authors will

---

speak about deep ecology, it will be Oneness-with-nature in my own text, except where the wider term is really appropriate.

In the 1987 article, Cheney starts out by explaining why Oneness-with-nature and feminist theory associate so easily that they come to be seen as parallel undertakings. Oneness-with-nature is against hierarchy and domination; feminism is against hierarchy and domination; both are holistic; nature is often equated to a 'generalized woman', liberation of the first is liberation of the other. Hilary Rose (1986) may serve as an illustration. A feminist theory of knowledge, she says, should "emphasize holism, harmony and complexity", sought by the "twin and allied movements of ecology and feminism". In other words, ecology, feminism, holism, harmony - it's all the same thing.

What could be wrong here? Let me give an example from my own experience with Rose's article. Under the heading of "Taking Stock", she quotes from a 1976 feminist book of science fiction, in which a future woman explains:

"Our [women's] technology did not develop in a straight line from yours .... You might say that our - you'd say religion? - ideas make us see ourselves as partners with water, air, birds, fish, trees."

I didn't even notice this passage, although basically on a constant look-out for partnership sources. Under a spell of 'it's all the same thing', the mind falls asleep. Cheney calls the spell a deceptive resemblance, unconsciously drawing in feminist theorists (and me) under a fundamentally masculinist umbrella. In order to underpin this position, Cheney turns to Carol Gilligan's (1982) book *In a Different Voice*, based on interviews with women, from which he quotes (through another woman's summary):

"Women tend to define the self through relationships of care and responsibility. Men tend to define the self in terms of individual achievement."

Citing from Gilliland's later study on the psychology of love, Cheney goes on to say:

"Carol Gilligan, while discussing King Lear's transformation at the end of Shakespeare's tragedy, explicates:

376 Gillian's work has been much criticized, of course. Aafke Komter (1990) summarizes the discussions into three basic allegations. (1) Gilligan is unclear about whether her moral complex is really of women, or of a certain social class, or co-variant with age, or not traceable to any background variable. This may be true, but it is not of primary relevance to the issue of this section. The most important thing is that an identifiable moral complex does exist, and we only note that this complex has been uncovered and discussed in feminist theory. (2) Gilligan does not pay attention to the moral risks of caring (e.g. anxious over-caring). This may be true for Gilligan, but for this chapter, the primary issue is that ethics can be conceived in terms of care (under-care, good care and over-care) and response (including anxious over-alertness) at all, instead of being conceived in terms of rights and obligations. Secondarily, the risks of over-care, self-centered giving, loss of identity etc. are discussed throughout this chapter, including the practical ethics of Section 8.7. (3) Gilligan does not pay sufficient attention to the interplay of power between the two moral complexes. This is important, but social, not ethical.

377 I have added the 'tend to' here, in order to avoid confusion between sex and gender.
The [different voice of women speaks of] love that is neither an appetite seeking gratification nor an oceanic feeling of fusion - the exclusive masculine terms that Freud describes - but instead a conception grounded in the daily activities of life, tied above all to the activity of communication.

Whereas (according to Freud, who adds to Gilligan’s account of masculine identity) men tend to either define themselves as egoistic individuals or to identify with ("fuse" with) larger wholes, women, according to Gilligan, tend to define themselves in terms of web-like relationships of care and responsibility.

What I want to argue is that Oneness-with-nature attempts to overcome human (really masculine) alienation from nature fail in the end because they are unable to overcome a masculine sense of the self (....). It is the deceptive resemblance of what Freud calls the "oceanic feeling of fusion" to women's web-like relations, definitive of the self, that makes one feel that Oneness-with-nature philosophy is somehow feminist.

At this point, in order not to become confused by Cheney's dense, quote-in-quote rendering of the pivotal messages, it is useful to briefly specify what is meant by the 'masculine sense of self'. This standard element in feminist theory (e.g. Zimmerman, 1987 and Cheney, 1989), refers to a general psychology of the male gender, a pattern set in early childhood experience. During that period, the male child discovers that it is different from the source, the mother, who has once nurtured it but now offers no more a basic point of identification. Alienation from the source is the fundamental male problem. Relationships become dangerous, associated with existential loss. Thus, from yearning and fear arises the male pattern, which, as Freud’s dichotomy indicates, is double-faced. One way is conquest, domination, control, incorporation of the other. The second way is to build a new home above daily-life relationships: the identification, fusion with the Other or the cosmic whole. Both ways, 'horizontal', communicative relationships are problematic or even, as Cheney puts it, "colonized".

It is deceptive, states Cheney, to equate female ways with the second of the two masculine psychologies because of some vague association with holism or because they are different from the first of the two masculine faces. The female sense of self speaks in a voice different from them both.

Because nature is an element of what people define as the other(s) or the Other, different views of the relationship of man and nature follow from the masculine dichotomy and the female ways of defining the self and relating to others.

From the first prong of the masculine dichotomy follow the Master and Possessor and the Guardian world views, analogous to the homo economicus rationality and morality discussed in Chapter 5. The Guardianship view arises when rights of nature become included in the general 'morality of rights and obligations', the collective-level moral system accompanying the individual-level homo economicus. As Cheney puts it, the rights-of-nature concept is part of the "justice approach", the balancing of the claims of moral entities, seen as separate "bundles of rights".

From the second prong of the masculine dichotomy follows Oneness-with-nature, the "oceanic feeling of fusion", the philosophy of the expanding Self, identifying with the cosmos.
The feminine "different voice", I hold, is similar to the Partnership world view. This is supported not only by the narrative association at the outset of this section and the association in the quotation from Rose, but also by the similarities between the more formalized descriptions in Section 8.2 on the one hand and those of Freud, Gilligan and Cheney on the other (care; the activity of communication; web-like, 'horizontal' relationships). More similarities will follow; one of them is the concept of the gift, found in both Ebenrebeck and Cheney.378

Cheney’s argumentation is complicated by the fact that he (nor Fox, later) makes a clear distinction between the two masculine world views. Both are simply 'deep ecology'. Apart from this confusion, Cheney’s article follows an easier course from the Gilligan/Freud bottleneck onwards. The most instructive element for our purposes here is Cheney’s analysis of what (male) authors have written about gift economies and gift exchanges with nature. The description of gift economies, as opposed to (masculinist) market economies, is based on Hyde (1983). In gift economies, goods and services flow through the community as gifts rather than as commodities for which people pay or barter.

"It is not just that the sense of self or self-worth in a gift economy is established through giving rather than by possessing; more exactly, the self tends to be defined in terms of the relations established in the giving and getting of gifts" Gift relationships may be established between people and nature, just as they are among people. In Ebenrebeck’s (1983) ‘partnership farmland ethic’, a basic norm for a relationship to land is that we "return something of value"; the land gives to us, we give in return. Cheney stays at a more spiritual level, referring to Native American rituals. The Native view is described, quoting Callicott (1982), as follows:

"The implicit overall metaphysics of American Indian cultures locates human beings in a larger social, as well as physical, environment. People belong not only to a human community, but to a community of all nature as well. [This] places people in an environment in which reciprocal responsibilities and mutual obliga-

378 The Participation world view, as indicated earlier, is not in this list, because it associates less easily with the masculine/feminine schema. One reason, probably, is its rather strict focus on wilderness, so that the more voluntaristic accents of the feminine ways, such as the gift relationship and the working relationship found in Ebenrebeck, do not show. An analysis is certainly beyond my reach at this point. On a more intuitive basis, I would (or do I simply wish it to be so?) place the best of Participant authorship (e.g. Rolston) closer to Partnership than Oneness-with-nature. See also Cheney (1987: 144) about one of Rolston’s writings: "His paper comes closest to any male-authored piece in the philosophical literature I am aware of to embodying the [partnership] sensibility I have been trying to articulate." If Partnership and Participation really proved to be kin in this way and to this degree, then the most grounded arrangement of world views would not be in the sequence of Section 8.2, but (1) Master and Possessor, (2) Guardianship, (3) Oneness-with-nature, (4) Partnership, (5) Participation. In that arrangement, 1 and 2 would be egocentric; 3 would be ecocentric. All three would be hierarchical ('centric'), masculine; 4 and 5 would both be egalitarian ('non-centric'), non-dualist, feminine. Further study on this issue should also involve the possible linkages of Partnership with women's action in developing countries and female-authored Eastern thought, such as the Chipko movement and Shiva (1989).
tions are taken for granted and assumed without question or reflection. Moreover, a person's basic cosmological representations (.....) place him or her in a world all parts of which are united through ties of kinship. All creatures, be they elemental, green, finned, winged or legged, are children of one father and one mother. (.....) The world around (.....) is bound together through bonds of kinship, mutuality, and reciprocity. It is a world in which a person might feel at home, a relative to all that is."

With respect to the Native American salmon ceremony, Cheney quotes Hyde who rightly assesses that the ceremony
"establishes a gift relation with nature, a formal give and take (.....)"
But Hyde then immediately goes on:
"And where we have established such a relationship we tend to respond to nature as a part of ourselves, not as a stranger or alien available for exploitation".

Here again, says Cheney, we meet the subjugation of the "other voice", the web-like relationships of care, giving and reciprocity, under the masculine dichotomy, diagnosed by Freud and Gilligan. Nature is either a stranger or alien available for exploitation, or a part of yourself. Or: either you are an estranged Cartesian on a quest for domination tamed only by a "rights" concept of morality, or you are a One with nature, expanding the self so as to include nature.

Cheney spends the rest of his article enriching his argument from other sources and discussing the contextual ethics of partnership in contrast to the abstract-universal ethics of rights. We leave that to Section 8.7 and now turn to Fox's (1989) counter-attack. Fox is a major Oneness-with-nature theorist and he had even read an early draft of Cheney's next article, so he should be well-prepared to deal with his tormentor. Here, I use Fox in order to illustrate a few substantive matters, but also to illustrate a method, namely, the "colonizing" mode of discourse that Cheney and many other post-modern authors refer to so often.

First, Fox states that the core of deep ecology, its "positive or constructive focus", is to "encourage an egalitarian attitude (.....) that, within obvious kinds of practical limits, allows all entities (including humans) the freedom to unfold in their own way unhindered by the various forms of human domination". After this definition of deep ecology by means of nondescript declaration of intrinsic value in nature, who can be against deep ecology? Even Man the Master and Possessor may subscribe, in practice, as long as he stays in power and thus defines the "obvious kinds of practical limits". Consequently, the best that ecofeminism may hope for is admission to the Deep Ecology Club:

"Supporters of deep ecology hold that their concerns well and truly subsume the concerns of movements that have restricted their focus to the attainment of a more egalitarian human society. (.....) In the eyes of deep ecologists, the emergence of a distinct ecofeminism (.....) is - at least in its best forms - an attempt by feminists to redress the human-centredness of the feminist perspective."

379 The term "widest possible identification", for instance, was his.
Fox now goes on to define the "essential ecofeminist charge against deep ecology". This essential charge (e.g. Zimmerman 1987), he says, is not directed against the positive core of deep ecology (the "egalitarian attitude" etc.) but rather against deep ecology's "negative or critical task of dismantling anthropocentrism"; this way Cheney, who does not say anything against deep ecology's critical task, is declared un-essential even before addressed. About the fact that Cheney does not attack deep ecology's critical task, Fox states that this

"represents a significant (....) concession to deep ecology ...."  
Note the method of discourse here, claiming as a concession something that has in fact been freely given. Fox does not even need the 'concession'\textsuperscript{380}, proceeding:

"But whether Cheney's formulation represents a significant concession to deep ecology or not, (....) the best that can be said about Cheney's claim that deep ecology is androcentric in its very formulation [its positive core] is that such a claim is entirely contentious. [The claim] is essentially based upon a misinterpretation of deep ecology as resting on a "rights-based foundation"."

You can judge for yourself to what extent this is true; Cheney has attacked the positive core of deep ecology claiming that this core is androcentric, thereby treating both ends of the masculine dichotomy. But fortunately, Fox has also read the early draft of Cheney's next article, in which the "rights" issue does not return:

"More recently ...."  
(this is the next article)

"Cheney has abandoned his previous view of deep ecology and accepted ...."  
(the language, again: Cheney has "abandoned" the wrongs he never did and now "accepts")

"that deep ecologists are primarily concerned with the development of a state of wider identification and, hence, with the realization of a more expansive (sense of) Self."  
Note here that Fox speaks contrary to his own, previous definition of deep ecology; he cannot escape any more from the fact that indeed he (and many others) do define deep ecology as Oneness-with-nature philosophy in their major writings.

"This understanding of deep ecology appears to have much in common with Cheney's characterisation of ecofeminism as being concerned with an ethics of love, care and friendship ...."

Indeed. Now comes the refutation. Fox does not bring any arguments to bear on Cheney's attack on deep ecology. Instead, he says that the ethic of love, care, friendship with nature has "a problem". The problem of an ethic "that leaves the self intact" is that such an ethic

"necessarily implies an emphasis upon identification with entities with which one has considerable contact. In practice, this tends to mean that one identifies with my self first, my family next, my friends (....) next, my ethnic grouping next, my species next, and so on."  

\textsuperscript{380} Demonstrating what has been said in Section 8.2: the urge to dominate, is compulsive.
The 'refutation' thus consists of two steps. The first is to impose the masculine concept of identification on everything that has sought expression through Cheney and the female authors he (and I) have quoted. An ethic that leaves the self intact is an ethic, by definition, not implying identification, fusion, expansion of the self. The second step is to impose the masculine sense of hierarchy on the partnership ethic: first myself, then my family, and so on. Fox does not even refrain from calling to help sociobiology, the masculinist science (remember Strum?) which "tells us we are genetically predisposed to [put our self first etc.]". In other words, we all are genetically hierarchalist. In reality, as most of us know from daily life, webs of relationships are not concentric in the way Fox describes. As Cheney (1989b) puts it in a related context, it is not the case that we have to have established a meaningful relationship with the executives engaged in the destruction of the rainforest before we can have a meaningful relationship with the rainforest. Fox, however, concludes that partnership views are

"vulnerable to criticism from an ecocentric perspective in a way in which a cosmological/transpersonal approach [Oneness-with-nature] is not" which amounts to saying that feminine views are vulnerable to criticism from a masculinist perspective in a way in which masculinist views are not.

In his 1989a article, "The Neo-Stoicism of Radical Environmentalism", Cheney deepens and systematizes his analysis, happily unconcerned by Fox's 'refutation'. In the following, I will summarize Cheney's acrobatics in a decomposed way, first focusing on the critical arguments and then on the "other voice" alternative. Cheney begins by quoting a 1963 account by Hans Jonas of ancient stoicism (the very philosophy proclaiming the hierarchial position of man above nature):

"Man's cosmic piety submits his being to the requirements of what is better than himself. (....) Through the possession of a mind, man is a part [of the cosmos] that enjoys identity with the ruling principle of the whole."

Something very close to stoicism, Cheney continues, constitutes the dominant image of Oneness-with-nature writing. He then goes on to cite a citation of the poet Jeffers, from the Oneness-with-nature protagonists Devall and Sessions, who said that only the universe is worthy of "the deeper sort of love" and there is "a salvation" in identifying with the universe, a "tower beyond the reach of tragedy".

At this point let me refer back to Section 8.2, where the primal 'Oneness-with-nature experience' has been associated with an elevation "beyond pain" (leaving open whether this should be felt as beyond the pain in your feet or beyond your Cartesian tragedy). From the Oneness-with-nature description in Section 8.2 it may be concluded

381 Speaking about a prison at which he once taught, Cheney also remarks that the black inmates had less difficulty in conceptualizing the prison rats as members of their moral community than they did whites. See also Varner (1991) and Norton (1991) about the ethical and empirical untenability of value hierarchies.
that I place more emphasis on the primal experience than Cheney\textsuperscript{382}. I have not taken you out skating for nothing; I want to keep the primal experience away from the discursive battleground, on which metaphysical theories may justifiably be killed.

Based on Jonas and work by Nye on the history of logic, Cheney then goes on to say that Stoicism arose as an attempt to overcome the alienation resulting from the tragic loss of the Greek city-state, by constructing the cosmos as man's new home. Stoic philosophy was coupled to the refusal to give up the hegemony that went with Athenian supremacy.

"The result was an alienation from the real world, the Alexandrian world of difference, and the creation of an abstract embedment which provided for an analogue of the security of the polis. (....) Subtextually, the central operative idea at work [in Stoic logic] is the idea of containment, containment of the other, of difference, rather than genuine recognition, (....) acknowledgement and embracing of the other."

Now, read "modernism" for "the polis" and the post-modern world of manifold paradigms for "differences", and we have the condition of Oneness-with-nature philosophy. Thus, the philosophy of cosmos and self-realization,

"though it tries to part ways with the anthropocentrism of modernism, still underwrites, in its mode of discourse, the totalizing and colonizing discourse of modernism which underlies its domination of nature."

Cheney is, or at least for me he has been, typically the author who opens up new ways of thinking, without this implying that we have to follow him on all his polemic excursions. In order to illustrate the connections with other parts of the present study, and to round off this section on a less analytical note, I have put in the three citations underneath. The first is from another article by Cheney (1989b); it points back to the sections about contextual ethics and the functions of the environment in Chapter 4. The other two bring us back to Ebenreck's image of love and point forward to the next section, where the continuance of the self and the confidence in one's inner resources play a key role; they have been taken from the 1989a article, quoting Thomas Birch and Jessica Benjamin.

"When the transcendental subject [the transcendental Self] is deconstructed, we are left with the world and the words in it, emergent from it. Heidegger, for example, opts for a new relation to language altogether, one which results from a "meditative openness" to the world. The world speaks through us when we let go of the metaphysical voice. Language of this sort is a "listening", a "gift in which things come to presence"."

\textsuperscript{382} Cheney does acknowledge this experience, but lets it be overwhelmed by metaphysics immediately: "Even though direct experience of wild nature is very important in the generation of ecological consciousness, the otherness of nature is, when all is said and done, colonized by [the self-realizational program of Oneness-with-nature philosophy]."
"[Love without the urge to assimilate or control the other] is not altruistic or selfless in a manner that implies self-denial, for the continuance of the self is just as indispensable as that of the other. (...) This love is love of the world as it has been given to us."

"A sense of self evolves through relationships that validate what we can do for ourselves. The confidence in one's inner resources is also founded in the experience of the other's integrity and separateness .... Space begins between mother and baby - what Winnicott calls the holding environment - and expands into what he calls the transitional area, the child’s area of play, creativity and fantasy ..... The central experience to which Winnicott refers is being and playing alone in the presence of the other (....) "On the seashores of endless worlds children play"."
8.6 Partnership And Faith

The partnership world view, as we have seen in the previous sections, sets in a single perspective of partnership both our relationships with other people and our relationships with nature. Except with respect to St. Francis, no reference has yet been made to the transcendent. This is tied up, of course, with the non-metaphysical, real-world conceptualization of the partnership 'components': people, nature and their relationships. Contrary to the Oneness-with-nature view, for instance, in which Nature and the transcendent 'One' or 'Divine Process of Living' are often conceptually intertwined, the partnership view can make do without a transcendent component, or with a transcendent component that is left undefined.

Nonetheless, in this section I will try to do some defining with respect to this component. This is not in order to 'prove' that metaphysics or faith are necessarily implied in the partnership view; in fact, they are not. Instead, the exploration serves to indicate how the partnership world view can be a 'complete' world view in the sense that it can include a relationship to the transcendent in a single partnership image.\(^{383}\)

For reasons I will give later, this section will emphasize the Christian tradition. Before starting out on that road, however, let me very briefly indicate a non-Christian direction to take describe the transcendent in relation to partnership with nature. This serves to illustrate that my limitation to the Christian tradition is not a logical or philosophical necessity; it may well prove possible to articulate other 'partnership metaphysics'.

Deep ecology philosophers, when defining the general "deep ecology platform", usually associate the Eastern religions and philosophies with deep ecology metaphysics. Taoism is one of these philosophies; I will confine myself to Taoism here, since it is the only Eastern philosophy I can speak about with sufficient knowledgeability and authenticity.

In the Tao Te Ching, "Tao" and the related concepts of "the way of heaven" and "the natural way" lie close to deep ecology's Nature or Divine Process. The Tao Te Ching is not primarily a metaphysical treatise, however; it is full of real-world situations, real-world people, "the Earth", "all things", "the ten thousand things", i.e. the concrete nature of the partnership articulations. The Annex of Chapter 6 has already given some Tao Te Ching quotations concerning people-to-people relationships, indicating that in the human sphere, certainly the Tao Te Ching is not about domination, rights and obligations, nor "oceanic feelings of fusion" (the Freudian dichotomy of the previous section) but, in the terms of this chapter, about partnership with people. Moreover, the relationship with the metaphysical Tao is in itself not primarily

\(^{383}\) Put in technical terms, the attempt of this section is to articulate Partnership as a truly monist ethic (without altering its being contextual, non-particularistic, non-holistic and non-individualistic).
depicted as an identification attainable by metaphysical brainwork ("cleverness", as it is called), but as a following, attainable by the heart.

Below, I give a few citations from the Tao Te Ching, from the translation by Gia-Fu Feng and English (1972), checked against the translations of Legge (1891) and Lau (1963). The numbers refer to the chapters in the Tao Te Ching from which the quotations are selected. The first two concern the understanding of Tao. Then follow three citations relating to giving, scarcity and the ethics of rights and obligations, i.e., concepts related to the homo economicus complex of Man the Master and Possessor and Man the Guardian of nature. Next comes the book’s major message of non-domination and non-voluntarism with respect to nature (but note the sage’s role with respect to the "ten thousand things"). The 'interpretative sequence' is rounded off by a reference back to the previous section.

25 Man follows the earth.
   Earth follows heaven.
   Heaven follows the Tao.
   Tao follows what is natural.

8 In dwelling, be close to the land.
   In meditation, go deep in the heart. 384

36 Before receiving
   There must be giving.

77 What man has more than enough and gives it to the world?
   Only the man of Tao.

79 A man of Virtue performs his part,
   But a man without virtue requires others to fulfil their obligations.

51 All things arise from Tao.
   By Virtue they are nourished,
   Developed, cared for.

29 The universe385 is sacred.
   You cannot improve it.
   If you try to hold it386 you will lose it.

---

384 The older translations have a more intellectual rendering, e.g. 'depth of thought'.

385 The older translations have 'the kingdom' or 'the empire'.

386 'Holding' here refers to self-centered domination: Lau has 'to lay hold of it'; Legge says 'to hold it in your grasp'.
Therefore the sage seeks freedom from desire.
He brings people back to what they have lost.
He helps the ten thousand things find their own true nature,
But refrains from action.

Therefore the sage seeks freedom from desire.
He brings people back to what they have lost.
He helps the ten thousand things find their own true nature,
But refrains from action.

13 Surrender yourself humbly;
then you can be trusted to take care for all things.
Love the world as your own self;
then you can truly care for all things.\(^{387}\)

Whatever their precise nature may be, linkages obviously exist between this Eastern thought complex and the partnership complex explored in Sections 8.2 to 8.5. There are two reasons, however, for not further elaborating these linkages here. First, it seems likely that the picture that will emerge will somehow tie partnership to real-world, concrete nature and Eastern thought to metaphysical Nature (the all-encompassing Tao or Process). This seems too quick, too easy a compromise. For a really partnership-like relation to be possible with the transcendent itself, we have to somehow conceptualize the transcendent as a person, and that is essentially the way of Western religion.

Secondly and more importantly, going the Eastern way, irrespective of the result, will not likely yield a philosophy for practice, in the sense that it may appeal to a majority of people in the Western world. The priority undertaking, therefore, is to investigate the partnership concept in relation to the Western, biblical God.

The present section is not a very long one; neither does it contain a review or a discursive analysis of theological literature. This suggests that its 'priority undertaking' is basically simple, and so it will indeed turn out. In order to arrive at that simplicity safely, however, I should specify more exactly what it is I am after. The title of this section (Partnership and faith, not Partnership and Christian views, or Christian religion) expresses a specific focus. This focus may be explained as follows.

Christianity may be viewed as a part of the general Western mentality. Environmental discourses in this field concern, for instance, White’s and Passmore’s well-known questions whether or not Christian views may have been conducive to the environmental crisis, and the countless reactions their question evoked.\(^{388}\) For many people personally, this 'cultural level' is also the level at which Christianity functions, as a set of religious background beliefs, interwoven with beliefs from secular sources.

A second mode of description is of Christianity as religion, in the literal sense of re-ligare (re-connect), i.e. a set of active foreground beliefs that work as the interpretative framework to 'reconnect' the disparate elements and events of the world and human life into a meaningful and ethics-generating whole. 'Religion', then, is not

\(^{387}\) The older translations again have 'the kingdom' or 'empire' in stead of 'world ' and 'all things'.

\(^{388}\) For Dutch readers, Van der Perk (1988) gives an overview.
different from 'World view', be it that the former term is confined to world views that include a transcendent level and our relationship to it. Characteristic discourses of Christianity as a religion are concerned, for instance, with biblical exegesis of the Judaic world view or theological constructs of heaven, hell, sin, man's position in nature, the Trinity and so on, building up the Christian belief system.

Both levels, relevant though they are for many debates, are not of primary interest for the purpose of the present section, because they pass by the very core of what is Christian, namely, people's personal response to God, i.e. faith.

The core message of the German philosopher Scheler was that love, in all its aspects up to the most spiritual, is not a feeling, but a responsive act towards the other. Likewise, faith is not a belief system, but a responsive act towards God. This responsive act, then, is what we are going to look at below.

Consequently, an investigation of the partnership-with-nature concept in relation to the Western, biblical God cannot start out with the question of whether partnership of people with nature is somehow biblical. That question can only be answered (biblically answered, that is) after we have built up an 'answering perspective' concerning what matters first and foremost, as we have seen in the context of St. Francis and see throughout the Bible: people's relationship with God. Such a two-step exploration is especially important because on a prima facie basis, partnership with nature, in my view, is not biblical. As set forth in Section 8.2, visions like those of Genesis 1 and Psalm 104 seem to have their place in the Guardianship world view. At the same time, this prima facie answer is not decisive. Even if God is assumed to be unchanging, and even if the Bible is taken as the only report of His expression in the world, then still this does not imply that the biblical descriptions of people's responses to God, let alone people's responses to nature, are the only possible responses of faith. A step 'beyond the bible' is a step of faith if it constitutes a response towards Him, compatible, or even more congruent, with His being with the world.

Faith, as visible in the Bible, is essentially a non-mystical, two-way act of encounter and closeness of God and people. In the New Testament, Jesus' two-way, "Abba"-saying relationship to God (Schillebeeckx, 1974) is of course the great exemplification. At a lower level (closer to our own), Peter's response towards Jesus shows human faith in full action, so to speak. We can read about Peter from his first act of affirmation (Mark 1: "And immediately [Peter and Andrew] left their nets and followed him") through to the final one, after the shattering experience of Jesus' death, enabling Peter to regather the Twelve. In the meantime we see him staying his own self, brash, inconsistent, always the first to respond and then not knowing what to do (especially

---

389 E.g. Frings, 1965.

390 In the footnotes of Section 8.2, we have already looked this way at the stories of Creation. There, I have interpreted Genesis 1 as a vision of faith, and Genesis 2 as a belief system, an explanatory construct.
when he has realized what he is doing), beautifully summarized in the story of invita-
tions and counter-invitations of Matthew 14.3:

"And after Jesus had dismissed the crowds, he went up on the mountain by
himself to pray. When evening came, he was there alone, but the boat [with the
disciples] by this time was many furlongs distant from the land, beaten by the
waves; for the wind was against them. And in the fourth watch of the night he
came to them, walking on the sea. But when the disciples saw him, walking on
the sea, they were terrified, saying "It is a ghost!" And they cried out for fear.
But immediately he spoke to them, saying: "Take heart, it is I, have no fear".
And Peter answered him "Lord, if it is you, bid me to come to you on the water".
He said, "Come". So Peter got out of the boat and walked on the water and came
to Jesus; but when he saw the strong wind....

(he realized what he was doing)

... and beginning to sink he cried out, "Lord, save me". Jesus immediately
reached out his hand and caught him, saying to him......

(now I can’t help thinking that Jesus was a bit amused by Peter’s brazing and faltering
masculinity:

...... "O man of little faith, why did you doubt?"

(as if he did not know).

It may seem a little strange to start tallying at this point, but it is enlightening to
note the density of interactive movements here: Jesus going out to keep the disciples
company; the disciples rejecting; Jesus inviting "have no fear"; Peter counter-inviting;
Jesus counter-inviting; Peter responding and faltering; Jesus reaching out, sealing the
bond of love. This, the story wants to tell, is faith, even if only "little".

The Old Testament, in its own way, is another narrative of the permanent involve-
ment of God in His people. Here, we may pay special attention to David, the man of
big adventure, in sinning, and in faith, e.g. Psalm 139:

"O Lord, thou hast searched me, and known me.
Thou knowest my downsitting and mine uprising, thou understandest my thought
afar off.
Thou compassest my path and my lying down, and art acquainted with all my
ways.
For there is not a word on my tongue, but, lo, O lord, thou knowest it altogether.
Thou hast beset me behind and before, and laid thine hand upon me. Such knowl-
edge is too wonderful for me; it is high; I cannot attain unto it.
Whither shall I go from thy spirit? Or whither shall I flee from thy presence?
If I ascend up into heaven, thou art there; if I make my bed in Sheol, thou art
there.
If I take the wings of the morning, and dwell in the uttermost parts of the sea;
Even there shall thy hand lead me, and thy right hand shall hold me."

391 The translation is the revised standard version of the Common Bible, 1973.

392 The translation is the King James (Oxford Crown Edition), with "hell" changed into the modern
interpretation "Sheol", rendered in the Common Bible.
As with all pivotal parts of this chapter, I rely on the primary source and the narrative here, not on secondary interpretations and discourse. Treating the Bible the narrative way is prone to the risk of ideological, opportunistic quoting, but space prohibits endless quoting, and my lack of academic-theological knowledge rules out an overall analysis. Fortunately, others have done this immensely better than I ever could. In all major works of Scheler and Schillebeeckx, for instance, the ultimate core is God's love and people's response to it, in countless variations of pattern.

As Zweers (1987b) has remarked, Christian (not Eastern) mysticism may be another source of relevant expressions of faith. Following him up, we may allow ourselves a brief glimpse of this source, although mysticism is of course less unquestionably mainstream than biblically expressed faith.

By way of introduction, we may note, for instance, Susan Bratton's (1988) description of the early Christian 'desert solitaire', struggling with the desert demons, but on intimately friendly terms with the desert animals and the landscape. Cheney (1987), as could be expected, warns us against "masculinist tendencies" in the mystical tradition, quoting Eckhart, a German (male) mystic of the thirteenth and fourteenth century, who was preparing himself to be "raised above the angels", so that "God and I are one".

A different voice is heard in the Dutch mysticism of 'minne' (spiritual love), of which the thirteenth-century Hadewijch (a woman) is the most prominent representative. I will not take the risk of translating or summarizing primary texts here; instead, let me translate some passages from the interpretation of Vekeman et al. (1976).

"The phenomenon of Dutch thirteenth-century mysticism is linked to the [French] monastic reform and the spirituality of Citeaux and St. Victor, the mentality of the mendicant orders and the ecstatic women movement, all of them reactions against the fossilized structures of that age".

In thirteenth-century mysticism,

"the adventure between the human being and God develops in a natural environment quite conducive to the undertaking: the whole of creation, the fauna and flora but also the things made by humans (....) speak of God, show God's likeness, point to Him".

Vekeman et al. refer to results of religion-psychological research, in which it was found that:

"In living faith, the image of God is an articulation of three elements, which, in structural relation to each other, make up the meaning of the word God. These three elements are: (1) the in-depth-experience of holiness and mystery in the objective world, (2) the attributive affirmation of God's transcendence and (3) the performative or dialogic word between God and the human being".

---

393 E.g. Frings (1965).
Then, speaking of the second and third elements, Vekeman et al. go on to say that God is affirmed

"in His transcendent majesty; He is who He is, beyond humans and the world. Thus, He may become a partner in a living personal relationship. This acknowledgement of God as the personal Other speaks very strongly in both the many visionary and the more reflective texts of Hadewijch and the other mystics. The principal condition for an encounter, that there is also an other whose identity remains respected, is treated by these mystics with the utmost care".

Vekeman et al. here refer to Hadewijch's key word 'fierheid', meaning, approximately, high-spirited confidence in oneself (without the connotation of self-centredness present in the English 'self-confidence'). The person who responds to God's love retains this confidence also in the act of faith, not out of self-assertedness, but because it is implicated in love itself.

In the present and the previous sections, a large number of themes and images have recurred in ever shifting colours, indicative of a single, underlying 'grid' of partnership, involving not only people and nature, but also the transcendental Being. Hadewijch's thirteenth-century 'fierheid' toward God is the exact mirror of the "continuance of the self" and the "confidence in one's inner resources" in earthly relationships, described by present-day Americans in the last two paragraphs of the previous section. I hold the non-interpretative (quotational) passages especially important in this respect, because they are less susceptible to interpretative manipulation. Vekeman's term 'partnership' describing the relation of God and humans - I did not put it in, but found it, a gift from the Middle Ages.

To one recurrent image I should draw special attention at this point: that of the hands, outreaching. There are four of these images in the present and the previous section. In Goodall's story, the chimps making up after their quarrel. In Fossey's exalted moment, the breakthrough of the human being and wild, free nature towards one other. In Matthew's story of "little faith", Jesus, the one in whom God's love materialized on earth, reaching out to down-to-earth Peter. In David's psalm, God is everywhere, in the wings of the morning, in the uttermost parts of the sea, encompassing David "behind and before", and yet: "Thou hast laid thine hand upon me, thy hand shall lead me, thy right hand shall hold me". In the four images together, nature, God and people are tied to each other in a single web of love.

At the beginning of this section, I refrained from trying to formulate a "too quick, too easy" compromise between partnership and deep-ecology-like views, fearing that the picture that would emerge would be one-sided, relegating partnership relations to the world of concrete people and nature and reserving the more fundamental aspects for the metaphysics of Self and Cosmos. This separation and one-sidedness have now become impossible; the partnership view, in its own and very different way, spreads over both the real-world and the transcendent level.

Vekeman et al.'s (1976) introduction to the writings of the Medieval mystics of 'minne', without actually referring to Oneness-with-nature philosophy, also gives a
picture of a possible relation between the partnership and the Oneness-with-nature views. I have already mentioned the "three elements of living faith" found in Vekeman et al., viz. the in-depth experience of holiness, the attributive affirmation of God's transcendence and the performative or dialogic word between God and the human. Earlier, I focused on the second and third elements. Now, I quote Vekeman et al. concerning the first:

"In the perception of the depth dimension appears the holy, the mystery as an objective property of the world. In our present-day culture, this property is often the ground for a natural mystical experience which, however, does not lead to an identification of this property with God as a personal Other".

In other words, the primal deep-ecology experience is here seen as the first step towards a partnership faith (in fact, faith *tout court*).

Having described partnership mysticism in the way already cited, Vekeman et al. go on to add:

"The structural relation of the three elements also determines their meaning, their sense. Without it, the human is left with himself and what he may conjure up for himself as a consoling or exhortative refuge. He then makes a god of the ideal image of his loss. This god is only an echo of the Self".

Thus, the perfect prompting of what Cheney, discussed in the previous section, would write fourteen years later.

Another recurrent theme in this chapter has been the emphasis of the partnership world view on the specific and the concrete, versus deep ecology's emphasis on the generalized and the abstract; the personal I, concrete nature, concrete people and the personal God, versus the Self, generalized Nature and generalized One or Process. Herein may lie a key to describing the relation between the partnership and deep-ecology views in a more balanced way than do Vekeman and Cheney. Perhaps, they are two 'attitudes of description' of the same thing.

Ground for this speculation may be found in both Oneness-with-nature and allied metaphysics, as well as in the world of faith. Illustrating the former, Bohm (1980) proposes to see the world and consciousness both as an "undivided wholeness in flowing movement", in which thoughts and things are visible as manifestations, all expressing the same "implicate order" in a different way and with a certain degree of stability, like, for instance, the vortices in a river. In the very metaphysical opening chapter of the Tao Te Ching, it reads:

"Ever desireless, one can see the mystery.
Ever desiring, one can see the manifestations".

Switching over to the world of faith, we found in Psalm 139 that God is expressed (or expresses Himself) in two different ways, that go in one breath in the act of faith, i.e. both as the all-encompassing God and as the God who can lay His hand upon one, and lead one. David is not doing deep ecology in Psalm 139 - it is the personal Other all the way - but how may a God who encompasses one also lay His hand upon one, and lead? Somehow, it seems, David saw a difference, but also a 'flowing over', between God's all-encompassing being and God's personal act toward him.
What people can see in the spontaneous acts of faith poses endless problems in terms of reflection upon faith, theology. The problematization of David's vision was rendered acute, and greatly magnified, in the person of Jesus. How can Jesus be acknowledged as having been fully human (really with us, also in his suffering and fear) and also fully God, that is, the one not who knows the way, but who is the way himself? This theological question (out of which, for instance, the concept of the Trinity arose) is not decisive in the sense that it may somehow decide upon the reality of faith, but it serves to lift one quotation out of Schillebeeckx' (1974) overview:

"An identity of two different bounded personal modes of existence is indeed an internal contradiction. An identity of a limited personal-human mode of existence and a divine, unbounded (and therefore analogous) mode of existence is not a contradiction, because the ground of the difference between creature and God lies not in the creature’s perfection but in its boundedness."

I do not expect you (nor myself) to completely understand what Schillebeeckx is saying here, but we may easily see the similarity between his bounded/unbounded "modes of existence", David's leading/encompassing God, Bohm's manifestations/wholeness, and the Tao Te Ching's manifestations/mystery. Thus, it may be speculated that somehow the "web of love", partnership's eschatological acknowledgement of nature, God and people, is not completely incompatible with non-personalizing philosophies of cosmos and Process.

In a way, the relevance of all this is quite limited. It does seem to establish some peace between the two world views at an abstract level and it may provide a starting point for further explorations. In practice, however, as we have seen, the two 'modes of description' operate as two self-contained worlds; it is either the vision and language of abstract, Oneness-with-nature metaphysics, or the vision and language of partnership. We have also seen that it is not only vision and language that are at stake here; the two worlds are heavy with paradigm and practical consequence: of what to cherish in oneself, in fellow people and in nature; of how to value the knowledge of the heart and the act of giving; of how to relate to nature at all. In the previous section and the present one, I have not made any effort to conceal my own position on this point. With a little exaggeration, this position is that what is needed is earth first, Self later; inspired ethics first, metaphysics later. Or, to put it in Matthew's (1988) and Luther's words, the friends that nature needs (or, for that matter, the rest of the world) are not people contemplating universal mind, but life-affirming people, people who plant a tree today.

More implicitly, this section has also taken a position on another front, viz. with respect to 'official' Christianity, adhering, by and large, to the stewardship attitude toward nature, either in its passive 'caretaker' or its more elevated 'guardianship' variant, associated with the ethics of rights and a relatively passive, 'low' intrinsic value of nature. Partnership with nature may not be visibly biblical, but at the same time, that only concerns the human response to God and God's outreaching, not God
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305 I translate from the Dutch original, hence possibly different from existing English renderings.
Himself or His love. In fact, I hope to have indicated that partnership with nature may be a response to nature more, not less, congruent with God's outreaching toward us.

Biblical responses to God arose in a world where nature's wildness was still largely beyond the reach of the human power to dominate, either by downright destruction or in its more subtle form of gardening. Therefore, whatever God had 'going on' with nature was not a primary human concern or responsibility. Our era is the first in which it becomes necessary to draw the faithful and practical consequences of the biblical insight that nature is included in the eschatological perspective of God's presence in the world. To glorify nature, following Genesis 1, David and St. Francis, is a step conducive to the growth of a deeper, more partnership-like mode of action towards nature within the perspective of faith. Another step, repeatedly stressed by Passmore (1974), is to de-glorify ourselves a little, rethinking our crown-of-creation feeling in view of what we in fact are doing to that same creation. There is no reason to assume that God would necessarily disapprove of such rethinking; we may, after all, have disappointed Him thoroughly enough by now.
8.7 Partnership Values And Partnership Ways

In this section, I will attempt to translate the findings of the previous sections into a set of more directly operational 'partnership values' and 'partnership ways', denoting, respectively, the 'static' structure of what is desirable and the dynamic process of how to arrive there in a desirable manner. This step will not prove a difficult; everything has basically been said already in the preceding sections. Moreover, partnership values and ways lie unequivocally embedded in the universal ethics of daily life.

Attention will first be paid to structural matters, explaining the 'three-values' characteristic of partnership and briefly reconsidering what exactly the "nature" in partnership-with-nature is. Partnership ways will be set forth by comparing them with the procedures involved in the ethics of rights and obligations. Finally, a second aspect of partnership dynamics, voluntarism, will be turned to.

Structure: intrinsic values of people, nature and relationship

'Man the Master and Possessor of Nature' is essentially a one-value model; the only intrinsic value is that of Man. The value of nature is only instrumental. Nature is a resource, a template, a background, the utility of which is expressed in terms like 'economic value', 'aesthetic value', 'regulation function' and so on.

In the Guardianship world view, nature is recognized as having its own intrinsic value, a right to its own integrity. This value is either in evidence on its own account or derived from God's involvement in the whole of creation. Guardianship is a two-value ethic.

In the Partnership view, things are not in-between (a one-and-a-half value system), but different. This comes about because of the emphasis that partnership puts on the relationship of the two partners, as distinct from the two partners, people and nature, separately. Partnership is a three-values ethic.\footnote{I do not include the Participant-in-nature world view or Oneness-with-nature philosophy here, because, by themselves, they yield a practical ethic much Irss clearly; they are not 'four-value systems', say. But, as Zweers and De Groot (1987) have pointed out, the value of a world view lies not only in its being a 'norms generator'; its value is also that it may function as a motivational source, deepening and radicalizing other ethical systems. Thus, when it comes to practical prescriptions, one often sees that Participant and Oneness-with-nature adherents fall back upon a Guardianship-like two-values system, but with a depth and persuasion quite different from normal Guardianship formulations; Naess (1989) is an example.}
Building a three-value ethic on the image of a two-entity partnership may seem an unusual piece of arithmetic, infused as we are with the reductionistic calculus that one plus one can only be two. That "1+1=3" is in fact simple systems theory, however. A relationship is the 'emergent' property arising when two entities interact. Relationships can be close, one-sided, young and so on in ways the separate partners are not. We do not have to think of this in holistic terms, as if the emergent properties subsume those of the participating entities themselves, e.g. as when hydrogen and oxygen form water. On the contrary, in any relationship of love, partnership, friendship or communication it is essential, because given in the concept of these relationships themselves, that the two participants respect, sustain and cherish each other's identities, as has been said in a variety of ways in the previous sections, even by the thirteenth-century 'partnership mystics'.

Daily life offers another 'proof' of the three-value character of partnership. It is probably universally human that, in a true partnership of any kind, not only is value attached to the well-being of the two partners separately, but also to the quality of the relationship itself. Thus, we may say: "We're both doing well, it seems, but are things well between us? We do not really meet any more, it seems, and if we do, we quarrel ...." Thus, partnership of humans and nature implies three intrinsic values: human values, the intrinsic value of nature, and the intrinsic value of their relationship.

In Chapters 3, 4 and 7, sufficient attention has been paid to the values of people and nature separately, e.g. on nature's side, the operationalisation of intrinsic value in terms of diversity and integrity (health). The remaining question is, therefore: what are the values, the desirable qualities, specific to the people-nature relationship?

Two basic aspects may be distinguished here: a quantitative aspect, referring to the desired intensity of the relationship ("to meet" in the 'daily life quotation') and a qualitative aspect, referring to the desired content of the relationship ("no quarrel").

First, then, basic to everything is that there is a relationship at all. Key words here are: meeting, being with, living with, belonging, everydayness, working together, interactive closeness. Involvement may be the summarizing term. Connected to the theme of the continuance of one's own identity and the sustenance of the identity of the other, intensity of relation is obviously not a good that should be maximized in all situations; partnership ethics are contextual. Sometimes, maximized forms of intensive care are called for. Sometimes, a functional, daily working relationship with nature is quite in order. In other situations, as in Fossey's example of Section 8.5, establishing a linkage through the freely given response of the other is the great thing to be after. Sometimes, again referring back to that section, it is giving the other one's unobtrusive presence "to play in". And sometimes, it is valuable not to be present at all, and let wilderness be.

All this might sound terribly complex, and, if it were to be written down as a legal norms system, it would be indeed. Yet, this is the partnership world we are
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397 Analogous to, concerning the intrinsic value of nature (Chapter 4), there being naturalness at all.
embedded in every day; we essentially know what good partnership is in the vast majority of cases. We also know that we make many mistakes in daily life, and that we are able, to a large extent, to identify and repair these mistakes. We essentially know, for instance, the subtle differences between true giving to the other, as opposed to self-centred over-anxiety or strategic giving in order to dominate.

Secondly, with respect to relationship content, non-dominance appears to be a key concept of partnership, especially where nature is concerned, capturing the concepts of egalitarianism, uncoercedness of communication, harmony and non-hierarchical perception. The second key concept here is giving, trusting in a basic, uncoerced reciprocity, associated also with the partnership notions of 'reaching out', responding to the other's potentials, giving something back to nature and happiness in the relationship.

The nature concept in partnership-with-nature

The principle of involvement seems to restrict the "nature" in "partnership-with-nature" to the nature one can be involved with. And indeed it does, making it all the more necessary to specify properly what the types, and especially the range, of "involvement" may be.

First of all, we may note again that the nature in partnership-with-nature is primarily nature in its concrete manifestations: plants, animals, lakes, forests, planets and so on. This in itself is a restriction, although not as far-reaching as the restrictions of Oneness-with-nature or the Gaia concept, conceptualizing nature primarily as ecosystems or larger-scale systems. Partnership, to put it in Gilligan's words, is 'confined' to bonds that are real, but it is also, and even primarily, a conceptual and motivational structure to create bonds that are real. This involvement of course includes the bonds of physical contact. Partnership with nature thus emphasizes the importance of nature around the home, of the farmland, rivers and wilderness of our own region, the seas the fishermen of our own nation fish in, the whales they do or do not kill in far-away oceans, and so on. In a sense, this conceptual priority is to be welcomed, because these places, not the cosmos, are where we are important and where we wreak destruction.

In Great Britain, there is apparently a society of people who have once touched a (free, wild) whale. I am a member of a non-existent, but probably very large, society of people who dream about once having that experience too, the partnership experience of encountering a species that, in spite of everything, is still interested in
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398 Giving, in partnership, is intrinsically good, and (also trusting in a basic, uncoerced reciprocity) fundamentally different from the taking and the obligation to pay in the market economy.

399 For partnership-with-nature in relation to general 'nature models', see Section 8.2.

humans for what they are and may freely enter, if we act responsively, into an "interlocking", as Doak (1988) puts it, of play - the best experience, probably, to flush Descartes out of your brain forever. Enjoying the narratives of playful encounter is only one of the many types of non-physical involvement of people and whales, bonds supported and expressed by contributions to Greenpeace actions and by science - not the science of penetration and domination, but the science through which the whale "comes to presence": oceanography, ecology, field ethology. Involvement in spiritual partnership ranges from a simple contribution to Greenpeace action to St. Francis' encountering of the cosmos as brother Sun.

At the other end of the scale, we meet nature in its familiarity and commonness close to our homes. We see, for instance, children playing in the rough, eutrophic vegetation that has sprung up in a lost corner of the city. In a deep-ecology perspective, this nature, certainly no wilderness nor a door to cosmic contemplation, would hardly be noticed. In a guardianship perspective, we would start looking for some intrinsic value of this vegetation, defined, for instance, by the rarity of the vegetation on a general rarity scale, and find nothing of value on that scale. But in the partnership view, this nature does carry clear-cut value, simply because it is nature we may respond to, and especially because of its 'relationship value' with respect to the children. Since it is involved and non-dominant, this relationship is a good in itself, irrespective of the values implied in the children or the vegetation separately.

And even closer to my home, right between the paving stones of my doorstep, a dandelion grows every year. Is that nature? Its context, the doorstep, is certainly not. Here, it serves to remember the definition of nature used in Chapter 10, more formal than that used in this chapter, viz. "degrees of naturalness at various system levels". It then becomes easier to see what to cherish in that dandelion (for instance, its unplantedness, its tenacity, its ability to grow without ecosystem support; the dandelion is free, and for free, a gift from the wilderness that still surrounds us; nature, it shows, bears no grudge; it offers to make it up with us all the time).

Above, the sentence "It then becomes easier to see what to cherish in that dandelion" and the associations that follow may seem slightly curious. Why, for instance, is "to cherish" the first thing to think of? Why not, for instance, define our obligations to the dandelion in terms of its right to exist, associated with, say, the rarity of the dandelion species? I have put in the dandelion case to show again that partnership with nature is not only an ethic in the sense of a list of norms (non-dominance etc.) that may directly guide practical action. It is also, and perhaps primarily, a motivational way of looking, defining, speaking. The language I used ("to cherish", "free", "gift", "bearing no grudge", "to make up") is the language of co-createdness.

**Process: the contextual way of partnership reasoning**

In this subsection, I will try to explicate not the 'static' structure of partnership values, but the dynamics, the process of 'partnership reasoning', in order to arrive at the
realization of these values and resolve conflict. I will do so using the 'ethics of rights' as the template for comparison, largely following Cheney (1987).

Many bad things may be, and have been, said about the ethics of rights, obligations and fairness. It is the typically male, Cartesian ethic of Man the isolated 'bundle of aggression', tamed and protected against the aggression of others by defining himself and others too as isolated 'bundles of rights', giving rise to obligations. This, by and large, is indeed the ethics of the 'adventurer' variant of the Master and Possessor world view. Rights of nature (grounded in nature's intrinsic value), obligations, protection and so on, however, are also the core elements of the Guardianship world view ethics, representing, one could say, the farthest point this ethic may reach, sometimes even giving "equal rights" to every member of the biotic community.

In the rights ethic, rights, obligations and situations are usually formulated in an abstract, general way. The rarity scale of plant species, as a general operationalization of intrinsic value, is an example. Conflicts are resolved by generalized principles of fairness, in a process of balancing rights, one against the other, informally or more formally, as in the 'abstract calculus' of multi-criteria analysis or cost-benefit analysis. When conflicts are too deep to be resolved that way, we may take recourse to the courts or a voting procedure.

A first difference from the partnership ethic becomes apparent in the description of the dandelion on my doorstep. The primary response was not in terms of rights, and the response did not concern a member of an abstract species with a certain degree of rareness, but this dandelion, on this doorstep, in this context. The response, in other words, was towards the concrete entity in its concrete context, and was kept at that level. This, roughly, is the "contextual" way of responding to situations and conflicts which we already encountered in Chapter 4.

The contextual procedure of the ethic of partnership (or of care, friendship, love, as Cheney calls it) runs parallel to that of the ethic of rights, but with a different content throughout. Most basic to both is the moral perception of the self, i.e. what is valuable in being human. In the juxtaposing terms of Rolston, quoted by Cheney (1987):

"Ethics must be written in theory with universal content, but the theory must permit and require ethics to be lived in practice in the first person singular. This person will not be the solitary Cartesian ego, isolated from its world, but the subjective I in singular communion with its objective world".

From this moral perception of the self arises the fundamental 'moral project' of partnership, the primary concern of which is not to build a legal system of rights, i.e.

"not to limit aggression, but to sustain connection"

or, in the terms of the previous section, to foster the development of the web of partnership, sustaining the fabric of the moral community.

In both the ethic of rights and the ethic partnership, the occurrence of problems, dilemmas and conflicts is primarily reacted upon by a 'local', problem-oriented activation of the structure built in the 'moral project', that is, either the system of rights or the web of partnership. The conceptualization of what problems consist of, however, is different:
"In the rights ethic, aggression is seen as the source of hurt. The partnership ethic finds it in failures of response".\(^{401}\)

In resolving problems and conflict, the rights ethic has to become particularistic to a certain extent, of course. There is a specific case of conflict, after all. The general procedure, however, is, as Cheney puts it, "to stay at as abstract a level as possible until forced to take into account some contextual detail, and then take into account as little as is necessary". It is, describing it another way, the filling-in of case data into the general 'fairness equations' of the rights calculus, until these equations yield the answer.

The partnership ethic works the other way around. It applies general principles too, of course, (e.g. those of involvement and non-dominance) but with a reversed primacy. General principles are used to define and structure the specific problem situation, not the reverse. In the words of Cheney:

"We get, here, something like Carol Gilligan's "different voice", the view that, rather than simplify, we should enrich our description of the situation as much as possible, enrich it, in fact, to the point that appropriate care simply emerges. [As Gilligan says], the solution of the dilemma lies in activating the network by communication, and the solution to the dilemma will follow its compelling representation".\(^{402}\)

Cheney mentions Aldo Leopold's 'Sand County Almanac' as an example of 'compelling representation'. That Cheney regards this as the core of the 'partnership procedure' is indicated by the fact that the last sentence of his 1989b article is:

"We need to hear the multiple voices of the Earth and learn to speak forth that listening".\(^{403}\)

\(^{401}\) I take this again from Cheney (1987), quoting Card's summary of Gilligan's work. Although only the two ethics are characterized there, Gilligan mixes this with the empirical claim that the one is of men, the other of women: "men see aggression as the source of hurt". I have changed this in the quotation, the matter having been discussed already in Section 8.5.

\(^{402}\) Obvious connections also exist with Rolston's view (quoted in Cheney, 1987) that "the logic of the home, the ecology, is finally narrative", and with geographical traditions such as the Anglo-Saxon 'area studies' and European regional geography (Dietvorst et al., 1984). Of special interest here is the "bioregional narrative" of Cheney (1989b). 'Compelling representations' may not only concern biocultural narratives of regions, but also environmental problem situations (Chapter 7).

\(^{403}\) This is not to say, of course, that listening to the Earth, ecosystems or wild animals is easy, or that "failures of response" cannot occur. Daily life shows differently, even with human partners. Daily life also shows, however, that we do not conclude that we should therefore treat our children, friends, partners and lovers in the 'rights and obligations' way, nor do we hope to be treated that way ourselves. In daily life, we demonstrate a basic trust that we possess a capacity to listen to and understand others. A 'post-Cartesian' extension of this trust to nature, based on acknowledgement of kinship ('co-createdness') may be a step indeed, but not fundamentally different from something we in fact do every day. Compare the confidence of Kass (1981) in Chapter 7: of course we essentially know what a healthy squirrel is! Compare also Ebenrecks's farmer in Section 8.4, expressing that rebuilding the soil (contextually: that soil in that place) was good. That is the spontaneous, natural way; discursive reflection and hermeneutic biology are also important, but after, not before the basic confidence.
The 'reversal of primacy' may be summarized as follows. In the ethics of rights, the concrete problem situation is used to fill in the general equations of fairness, until the general equations yield the answer. In the contextual ethics of partnership, general principles (values) are used to arrive at the appropriate description of the concrete problem situation, until that description yields the answer.

A reversal of primacy is visible at a higher level as well. Heuer (1980), for instance, says that if you ask decision-makers to state their general trade-off between the interests (right) of man and the interests (right) of nature, no answer will be forthcoming. Obviously, there are many weak spots in the general 'fairness equations'. On the other hand, Heuer continues, if you present a concrete conflict situation between, say, a specific type of recreation and a specific type of nature at a specific location, decision makers are quite able, most of the time, to come to a conclusion. Thus, although the content of the representation will be different from partnership language, the partnership way then essentially functions within a rights ethic framework, helping out in difficult cases. The reverse order is described in Cheney (1987):

"That what is central for the rights ethic (namely, a system of rights and principles of justice) is seen in the ethics of care and partnership as a technique for dealing with special, one hopes infrequent, cases (....) in which people in their dealings with one another and nature approximate the atomistic individualism presupposed by the rights theory". 404

In other words, the calculus of rights is here seen as functioning within a partnership ethic framework, to help out in cases where the partnership procedure (activating the moral network and trying to arrive at a compelling representation of the problem situation) does not work.

Thus, it may be asked: which of the two views (partnership ethics embedded in a framework of rights and obligations, or the reverse) is more natural or morally better? Cheney, of course, is adamant on this point, arguing that partnership ethics are the natural ethics of daily life and that legal systems of justice cannot function outside a more fundamental framework of care and trust. It is nice to see that this opinion was also held 2,500 years ago:

"Therefore when Tao is lost, there is virtue. When virtue is lost, there is benevolence. When benevolence is lost, there is righteousness. When righteousness is lost, there are the ceremonies of propriety". 405

Knowing that Tao is often translated as the 'natural way', the spontaneous response, and 'virtue' here is Te, associated with female ways of responding, a slightly lighthearted but probably not too far-fetched paraphrase may be: in a case where our natural ways of the preventing conflict fail, we have to explicate and put to work an ethic of care and partnership. If a dilemma cannot be resolved that way, we have to

404 Cheney referred to the two ethics as "masculine" and "different voice"; I changed the terms, not the content, for the reason given in a previous footnote.

405 Tao Te Ching, chapter 38. The translation is compiled from the chapters 38 in Feng and English (1972), Lau (1963) and Legge (1981), and Legge's rendering of Chapter 38 in his translation of Chuang Tzu's book Chi Pei Yu.
take recourse to principles of rights, obligations and justice. If these fail, we go to court.

Voluntarism, but contextual

The partnership view of nature does not see nature (be it separate individuals, ecosystems or the earth) primarily as something to be managed, in the way nature is looked upon in the Master and Possessor world view. Friends do not look upon each other this way. This is not to say that an attitude of managing-the-other is always intrinsically bad; as with friends, it may sometimes even be warranted. Sometimes, a partner may be confused or ill to the point the an appropriate response may be more therapeutic than spontaneous. Likewise, nature only needs 'management' when robbed of its capacity to respond. As with partners, then, good management consists not in hospitalizing nature permanently, but in restoring its capacities. We are still in the fortunate position that nature as a whole usually knows perfectly well how to sustain itself, and us, if treated as a friend.

The partnership view of nature does not see nature primarily as something to be protected, as is the case in the Guardianship world view. Again, friends do not primarily look upon each other that way. Protecting the integrity of the other is, as said before, implicit in the partnership concept, and protection of the other against aggressive outsiders is of course a typical partnership impulse, which may in fact be stronger than in a guardianship attitude, where the other, in last resort, matters less. Still, in partnership there is so much more to do than protecting, so much more to do, in closeness and non-dominance, every day.

Partnership with nature, obviously, is not unvoluntaristic. It may endorse actions that the Guardianship and Participant views would not. For instance, making bricks from the clay in a floodplain may be an appropriate action, not necessarily a compromise or something sinful, impinging on some intrinsic right of nature. This is true, of course, only under the general values and ways of partnership, and hence only under certain contextual circumstances, in certain ways and to some degree (e.g. regarding the clay as a gift for which we should give something back). Yet, it indicates what may be called Partnership's own vulnerability: the misuse of partnership language, separated from the underlying partnership values and contextual ways, to justify all brickmaking and analogously, all building, 'improving' and manipulation of nature. All building, after all, is someway "working together with nature". Even the construction of a huge hydro-electric dam in a river may be said, for instance, to be based on "listening" as to where the best location is; the dam's concrete may be made from gravel and sand taken from the river bed ("working together"); it may be said that the reservoir "realizes the river's potential" to form lakes. This may sound far-fetched, perhaps, but Dutch water engineers, for instance, are very adroit ideology-makers, and it is no coincidence that they are to be among the partnership voices in Dutch society in Section 8.3; the contextual voluntarism of partnership links up easily with the
generalized voluntarism of engineers working in the 'Master and Possessor' world view.

In order to arrive at a balanced picture here, let us first take a look at two general attitudes with respect to the voluntarism question, both close enough to the partnership view to be interesting: the taoist sage and Passmore's description of "co-operation with nature".

Taoism, taken as a whole, is explicitly non-voluntaristic, a core concept being 'wu wei': "no-action" or "doing nothing". The Tao, it is said, "abides in non-action". Thus, the taoist sage "goes about doing nothing, teaching no-talking". Yet, as we have seen in the preceding section, "doing nothing" may also imply that the sage "helps the ten thousand things find their own true nature", or even doing things we would certainly call action, albeit the partnership way, for instance:

"Understanding and being open to all things, are you able to do nothing?
Giving birth and nourishing,
Creating yet not possessing,
Working yet not taking credit,
Leading yet not dominating,
This is the primal virtue".406

Roughly speaking, the highest principle, Tao, is unequivocally associated with non-action, but the second principle, Te (virtue) covers a wide range of appropriate responses in the concrete world, all of which may be seen (again, roughly) as 'partnership action'.

Passmore (1974) describes an attitude toward nature, found in Stoic thought, in which the universe is not complete until man has done his part in establishing the "order of all things". Passmore continues: "Man does not complete the universe by simply being in it, as both the Hebrew creation myth and Plato's Timaeus would seem to suggest: he helps to create it".407 Later, the idea is reflected in the English (non-geometrical) garden, designed so as "to bring to life an improvement on rough Nature". Passmore's second example is of modern town planning, that seeks to "design with nature". Quoting one of these town planners:

"Canvas and pigments lie in wait, (...) sites are gravid for cities (...). Man seeks (...) to use the fullest of the potentialities (...) that nature offers. So, too, in embracing nature, he knows that man's own mind (...) has something to add that is not to be found at such a high point of development in raw nature".

A rather perverse embrace, I would say. Let this town planner be embraced by an enormous frog, which says that it knows that frog's own legs have something to add that is not to be found at such a high point of development in raw man!..... Passmore,
himself, notes that the idea of "perfection of nature" is in fact a step forward compared to the Cartesian subjection of nature. And he adds:

"The geometrical garden has a beauty of its own, and so has the city of great boulevards, however 'unnatural' the square and the straight line".

How do these two attitudes relate to the partnership-with-nature view?

First, we may note that both attitudes are consequential to the question whether the universe is perfect or not. In taoism, Tao is perfect, the universe is essentially perfect and no-action follows directly from these premises (cf. Section 8.6). The cooperation-with-nature attitude described by Passmore is based on the assumption that nature (rough nature, raw nature) is imperfect, and needs us to do better. Then, we may also note that the question of whether something is perfect or not is not primarily a partnership question. When seeing a healthy new-born baby, for instance, who would say that the baby is "imperfect" because it cannot walk, talk or understand deep ecology? Of course the baby is perfect! At the same time, of course we also know that the baby wants to grow, explore and learn innumerable things, adding more and more adult capabilities along the way...... thus becoming more perfect? As perfect as ourselves? Who among us thinks he or she is perfect? And our friends, to take another example, are as imperfect, in their own ways, as we are in ours. Yet, do our friends and us go about perfecting each other all the time?

Love, as quoted in Section 8.5, is love of the world as it has been given to us. The birds do not have our brains, and we do not have their wings. Perfection is not a partnership issue; hence, nothing follows from it. Difference is a partnership issue, and appropriate response to otherness is a partnership question.

Secondly, the partnership ethic is a three-value ethic, in which the intrinsic value of the two partners is independent of the intrinsic value of their relationship. Even with respect to the relationship itself, it has been stressed that the sustenance of the other's integrity is a condition for a relationship to exist at all. In daily life, this is something we all know. We know that children, independent of the goodness of their relationship with us, possess a goodness in being children among themselves, in their own, secret ways. Conversely, there is nothing wrong in us incomprehensibly (to them) enjoying Mozart, unwilling to respond, at that time and place, to the kids' urgent need to be carried around on our backs. Analogously with respect to nature, we may acknowledge, with Passmore, that the main square of Siena is indeed a wonderful place without any tree around, and that there is nothing wrong with warding off the urgent needs of fungi to grow into a Van Gogh painting. The seas, however, have been given, as Psalm 104 says, to the great whales "to play therein". Leaving them well alone is the best thing we can do to them - directing our life-affirming voluntarism against people who won't.

Thirdly, as has been said before and shown again in the previous paragraph, the partnership ethic is contextual. It is wrong to want to dominate fungi at all times and places; it is also wrong to support the development of fungi, or protect their intrinsic right to unfold, at all times and places, into Van Gogh's painting, say. Protecting the painting is not a sinful compromise, but an appropriate response. Taoism, as we have
seen, shares this contextuality, which appears as an inconsistency when to formulate it as a *general* prescription for the intensity of action or no-action. The cooperation with nature described by Passmore is not contextual. Since Genesis 2 (again!), says Passmore, Western thought has been obsessed with the garden ideal. Passmore’s gardener-cooperators want gardens everywhere. His city designer sees nature "lying in wait" everywhere, ready to be "designed with" everywhere, by Man who always possesses that very special "precious thing to add". Likewise, water engineers, if following a generalized voluntarism, see rivers waiting to be regulated everywhere. All of them can use partnership rhetorics while lacking the partnership ethic.
At this point, I could move on to a virtually unlimited series of applications of partnership ethics in all fields of human enterprise. Instead, I will just give some examples, touched upon briefly in a personal, non-objectified way.

Concerning the types of nature to be protected, for instance: the pivotal place of local nature; the need of listening to nature not only as a diversity of species but also as an enfolding of process; the re-appraisal of common, rough, eutrophic nature as the 'partnership nature' for human discovery.

Concerning recreation, for instance: the difference between, on the one hand, the non-responsive tarmac roads into the national parks, nature-dominating car driving and detached admiring of views, and, on the other hand, meeting nature on its own terms, the appropriate response that may range between the most light-footed, individual presence-only to the 'roughest' camping of groups, but free, unaided, pathless, responding in any case.

Concerning local cultures, not only because of the value of safeguarding the world’s cultural diversity ('meme pool'), but also because of the value of partnership-with-nature spirituality and practices, which are found with a particular density in many tribal cultures.

Concerning 'partnership patterns' in regional planning, something already touched upon in Section 8.2: the analogousness of home, region and earth; partnership landscapes with varying degrees and modes of priorities for people, nature or relationships; big cities as the privately-human 'top-enfoldings', each balanced by a top-enfolding of nature; the difference between the non-perversion of locking nature out of high culture (mainframe computers, the main square of Siena, the opera) and the perversion of highly culturized nature in French gardens and bonsai trees.

Concerning partnership epistemologies: the narrative EIA; the listening way of planning and design; the partnership ways of doing social science and biology.

Concerning education: against the "endeared contempt" (Kuyer, 1980) children are treated with; against the deadness imposed upon their responses to the environment (Margadant-Van Arcken, 1990); for the importance of nature close to home.

Concerning science: the abolishment of the Cartesian project of penetration and domination of nature, driven by alienation, competition and fear of death; spending some of the many billions then saved on projects "through which the world comes to presence", and applied projects that really address the problems of the Earth, the major one of which is management of ourselves.

Continuing this way, the present chapter would never come to an end. In a way, too, all these exercises of partnership ethic application are less important than the ethic itself. Firstly, because all applications are contextual; you can make them much better for your own situation than can be done in general terms here. Secondly, partnership with nature is not only a formalized ethic that runs off into a myriad logical applica-
tions. It is also, perhaps primarily, a *motivational* source, setting nature, together with people, in a single perspective, a single ideal and eschatology of care and mutual enfolding.

Freedom, a philosopher once said, is that you do it now. Partnership is also that we "do it now": not the calculus of rights and obligations, not the contemplation of self and cosmos, but the reconciliation with the nature that is with us today.
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